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Why study Computer Vision? 
• An image is worth 1000 words 

• Images and movies are everywhere; 
• Fast-growing collection of useful applications

–  building representations of the 3D world from pictures
– automated surveillance (who’s doing what)
–  movie post-processing
–  face finding

• Greater understanding of human vision

• Challenge: To develop human-level capabilities for computers and 
robots

– Various deep and attractive scientific mysteries

adapted from David Forsyth, UC Berkeley
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What do you see in the picture?

adapted from Matial Hebert, CMU
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What do you see in the picture?

adapted from Matial Hebert, CMU

Black background
Two objects
   One teapot
   One toy
There is a light coming from right
One object is shiny the other is not
  
Toy:
Consists of 5 layers, in different colors
There is a text : Fisher Price
The layers are in donut shape
Layers are plastic
Bottom is wood

Teapot:
Consists of body and handle
Body is metal
Handle is ceramic
Handle: Dark blue on white
Body : golden 
Reflection of toy on the body
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Challenge – What do you see in the picture?

adapted from Octavia Camps, Penn State
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Challenge – What do you see in the picture?

adapted from Octavia Camps, Penn State

A hand holding a manA hand holding a man
A hand holding a shiny sphereA hand holding a shiny sphere
An Escher drawingAn Escher drawing
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Object Recognition

adapted from David Forsyth, UC Berkeley

People draw distinctions between what is seen
 
• This could mean 

– “is this a fish or a bicycle?”
– “is this George Washington?”
–  “is this poisonous or not?”
– “is this slippery or not?”
–  “will this support my weight?”

 
Great mystery

–  How to build programs that can draw useful distinctions based on image 
properties.
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Perception and grouping We need some sort of 
perceptual 
organization process 
that tells us what 
“low-level” 
measurements might 
“group” together
There are many 
different cues, 
including
multiple views (motion, 
stereopsis)
texture 
shading
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Adapted from Pietro Perona, Object Recognition Workshop, 2004
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Adapted from Pietro Perona, Object Recognition Workshop, 2004
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Adapted from Pietro Perona, Object Recognition Workshop, 2004
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Adapted from Pietro Perona, Object Recognition Workshop, 2004
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Adapted from Pietro Perona, Object Recognition Workshop, 2004
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Adapted from Pietro Perona, Object Recognition Workshop, 2004
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Context

Murphy et al., ICCV2003
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Context

Murphy et al., ICCV2003
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Object Recognition

• Model based vision 
• Object Recognition as template matching

Adapted from David Forsyth, UC Berkeley
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Recognition

adapted from Michael Black, Brown University
David Lowe
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Recognition

adapted from Michael Black, Brown University
David Lowe
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Recognition

adapted from Michael Black, Brown University
David Lowe
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Recognition

adapted from Michael Black, Brown University
David Lowe
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Recognition

adapted from Michael Black, Brown University
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Recognition

adapted from Michael Black, Brown University

Line drawings ….
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Recognition

adapted from Michael Black, Brown University

… vs edge detection
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Recognition

adapted from Michael Black, Brown University
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Recognition

adapted from Michael Black, Brown University
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Recognition
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Recognition

adapted from David Forsyth, UC Berkeley
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Figure from “Object recognition using alignment,” D.P. Huttenlocher and S. 
Ullman, Proc. Int. Conf. Computer Vision, 1986, copyright IEEE, 1986

Adapted from David Forsyth, UC Berkeley
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Figure from “The evolution and testing of a model-based object recognition system”, 
J.L. Mundy and A. Heller, Proc. Int. Conf. Computer Vision, 1990 copyright 1990 
IEEE

Adapted from David Forsyth, UC Berkeley



44

Figure from “The evolution and testing of a model-based object recognition system”, 
J.L. Mundy and A. Heller, Proc. Int. Conf. Computer Vision, 1990 copyright 1990 
IEEE

Adapted from David Forsyth, UC Berkeley
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Figure from “The evolution and testing of a model-based object recognition system”, 
J.L. Mundy and A. Heller, Proc. Int. Conf. Computer Vision, 1990 copyright 1990 
IEEE

Adapted from David Forsyth, UC Berkeley
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Figure from “The evolution and testing of a model-based object recognition system”, 
J.L. Mundy and A. Heller, Proc. Int. Conf. Computer Vision, 1990 copyright 1990 
IEEE

Adapted from David Forsyth, UC Berkeley
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Application: Surgery

• To minimize damage by operation planning
• To reduce number of operations by planning surgery 
• To remove only affected tissue
• Problem

– ensure that the model with the operations planned on it and the 
information about the affected tissue lines up with the patient

– display model information supervised on view of patient
– Big Issue: coordinate alignment, as above

Adapted from David Forsyth, UC Berkeley
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MRI CTI

NMI

USI

Reprinted from Image and Vision Computing, v. 13, N. Ayache, “Medical 
computer vision, virtual reality and robotics”, Page 296, copyright, (1995), with 
permission from Elsevier Science

Adapted from David Forsyth, UC Berkeley
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Figures by kind permission of Eric Grimson; further information can be 
obtained from his web site http://www.ai.mit.edu/people/welg/welg.html.

Adapted from David Forsyth, UC Berkeley
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Figures by kind permission of Eric Grimson; further information can be 
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Adapted from David Forsyth, UC Berkeley
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Figures by kind permission of Eric Grimson; further information can be 
obtained from his web site http://www.ai.mit.edu/people/welg/welg.html.
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Figures by kind permission of Eric Grimson; further information can be 
obtained from his web site http://www.ai.mit.edu/people/welg/welg.html.
Adapted from David Forsyth, UC Berkeley
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Matching templates

adapted from David Forsyth, UC Berkeley

•Some objects are 2D patterns
– e.g. faces

•Build an explicit pattern matcher
– discount changes in illumination by using a parametric model
– changes in background are hard
– changes in pose are hard
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Face detection

adapted from David Forsyth, UC Berkeley
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Face detection

adapted from David Forsyth, UC Berkeley
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Templates and relations

adapted from Michael Black, Brown University

e.g. find faces by
– finding eyes, nose, mouth
– finding assembly of the three that has the “right” relations
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Parts and relations

adapted from Michael Black, Brown University
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How good are our models?

adapted from Michael Black, Brown University
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How good are our models?

adapted from Michael Black, Brown University
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Is it only about matching?

adapted from Michael Black, Brown University
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Is it only about matching?

adapted from Michael Black, Brown University
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Context
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Context

a person?
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Context

the blob is identical to the one on the previous slide after a 90deg rotation 

a person?
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Prior Expectations

adapted from Michael Black, Brown University
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Problems

adapted from Michael Black, Brown University
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Stereo

http://www.well.com/user/jimg/index.html
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Stereo

http://www.well.com/user/jimg/index.html
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Stereo Vision 

adapted from Gregory Hager, JHU
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3D Reconstruction

adapted from David Forsyth, UC Berkeley
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3D Reconstruction

adapted from David Forsyth, UC Berkeley
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3D Reconstruction

adapted from David Forsyth, UC Berkeley
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Mosaicking

adapted from David Forsyth, UC Berkeley
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Mosaicking

adapted from David Forsyth, UC Berkeley
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Tracking

adapted from Martial Hebert, CMU
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Visual Tracking

Adapted from G. Hager, JHU
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Visual Tracking

Adapted from G. Hager, JHU
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Application

Adapted from Trevor Darrell, MIT
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Model-based Brightness Constraints: on Direct Estimation of Structure and Motion

http://www.ai.mit.edu/people/gideon/Demos/DirectMethods/Demo1.html
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Structure from Motion
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Structure from Motion
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Applications of Optical flow

Adapted from Michael Black, Brown University



84

Applications

• Industrial inspection, quality control
• Surveillance and security
• Assisted living
• Human-computer interfaces
• Medical image analysis
• Reverse engineering
• Image databases
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Applications : Document Analysis

                                                  

Digit recognition, AT&T labs
http://www.research.att.com/~yann/

adapted from Steven Seitz
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Applications : 3D Scanning

                                                  

adapted from Steven Seitz

Scanning Michelangelo’s “The David”
•  The Digital Michelangelo Project

- http://graphics.stanford.edu/projects/mich/
•  UW Prof. Brian Curless, collaborator
•  2 BILLION polygons, accuracy to .29mm
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Applications : Motion Capture, Games

adapted from Steven Seitz



88

Applications : Medical Imaging

adapted from Steven Seitz
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Applications : Robotics

adapted from Steven Seitz
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Applications : Image Retrieval

adapted from David Forsyth, UC Berkeley



Organizing Image Collections



Informedia Digital Video Library Project

IDVL interface returned for "El Nino" query along with different 
multimedia abstractions from certain documents.



Informedia Digital Video Library Project

IDVL interface returned 
for “bin ladin"  query

The results can be tuned 
using many classifiers



Associating video frames with text

Query on
“president”

Association
problem



Associating Visual Features with Text

Face Recognition by resolving correspondences between named entities and faces

Solving correspondences in broadcast news for better retrieval 

..tanks on the street … ..start attacking on houses 
by helicopters and tanks… 

..fuel tank… 



Associating Names and faces

Berg et al. CVPR 2004



Berg et al. 
CVPR 2004


