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Preface  

 
 
 

The eNTERFACE workshops were initiated by the FP6 Network of Excellence SIMILAR. It was organized by Faculté 

Polytechnique de Mons (Belgium) in 2005, University of Zagreb (Croatia) in 2006, Boğaziçi University (Turkey) in 

2007, CNRS-LIMSI (France) in 2008, University of Genova (Italy) in 2009, University of Amsterdam (The 

Netherlands) in 2010, University of West Bohemia (Czech Republic) in 2011, Metz Supélec (France) in 2012, New 

University of Lisbon (Portugal) in 2013, University of Basque Country (Spain) in 2014, University of Mons (Belgium) 

in 2015, University of Twente (Netherlands) in 2016, The Catholic University of Portugal (Portugal) in 2017, and 

Université catholique de Louvain (Belgium) in 2018. 

The 15th Summer Workshop on Multimodal Interfaces eNTERFACE’19 was hosted by the Department of Computer 

Engineering of Bilkent University from July 8th to August 2nd, 2019. During those four weeks, a total number of 60 

students/researchers from Europe came together at Bilkent University to work on seven selected projects on 

multimodal interfaces with diverse focuses including machine learning, virtual reality, video games, analysis of 

human behavior,  and human-computer interaction. The titles of the selected projects were as follows: 

- A Multimodal Behaviour Analysis Tool for Board Game Interventions with Children 

- Cozmo4Resto: A Practical AI Application for Human-Robot Interaction 

- Developing a Scenario-Based Video Game Generation Framework for Virtual Reality and Mixed Reality 

Environments 

- Exploring Interfaces and Interactions for Graph-based Architectural Modelling in VR 

- Spatio-temporal and Multimodal Analysis of Personality Traits 

- Stress and Performance Related Multi-modal Data Collection, Feature Extraction and Classification in an 

Interview Setting 

- Volleyball Action Modelling for Behaviour Analysis and Interactive Multi-modal Feedback 

During the eNTERFACE’19 several excellent invited talks were delivered and we want to thank our invaluable 

speakers, (in order of appearance) Prof. Erol Şahin, Sena Aydoğan, Prof. Peter Robinson, and Prof. Albert Ali Salah, 

for their engaging and intriguing talks. 

Those four weeks were not filled with research, projects, and keynote talks only; we also had a chance to visit the 

old town of Ankara (i.e., Ankara Castle and Rahmi M. Koç Museum) and enjoy the fairy-tale-like atmospheres of 

Cappadocia and Salt Lake together. 

The organizers of eNTERFACE’19 would like to express their gratitude to the project leaders for their valuable 

proposals, and to all the participants and their funding institutions for their collaboration and excellent research 

outcome. After the intense research period enriched with social activities, all these projects achieved promising 

results, which are reported later in this document.  

We want to thank our official sponsors Oracle Academy, Association for Computing Machinery (ACM), and Rahmi 

M. Koç Museum, for making this event possible.  

We cannot thank enough Bilkent University, for hosting us during those four weeks, and the Department of 

Computer Engineering for their tremendous help in the organization. We thank our Advisory Chair Prof. H. Altay 

Güvenir for his generous support and dedication. We also want to thank our Event Secretary Ebru Ateş for her 

availability and responsiveness. A big thanks goes to our Technical Support Team (Berat Biçer, Can Ufuk Ertenli, 

Dersu Giritlioğlu, Burak Mandıra, and Vahid Naghashi) for their sincere help and contributions. 

It was a great privilege to host you all in Ankara, Turkey while enhancing and enjoying this 15th edition of 

eNTERFACE together. 

 

 

Hamdi Dibeklioğlu & Elif Sürer                        Ankara, 2019 

eNTERFACE’19 Chairs 
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MP-BGAAD: Multi-Person Board Game Affect
Analysis Dataset

Arjan Schimmel (1), Metehan Doyran (1), Pınar Baki (2), Kübra Ergin (3), Batıkan Türkmen (2),
Almıla Akdağ Salah (1), Sander Bakkes (1), Heysem Kaya (1), Ronald Poppe (1), Albert Ali Salah (1)
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(3) Sahibinden.com, Istanbul, Turkey
a.e.schimmel1@students.uu.nl, m.doyran@uu.nl, pinar.baki@boun.edu.tr, kubraergin3@gmail.com,

batikan.turkmen@boun.edu.tr, a.a.akdag@uu.nl, s.c.j.bakkes@uu.nl, hkaya@nku.edu.tr,
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Abstract—Board games are fertile grounds for the display
of social signals, and they provide insights into psychological
indicators. In this work, we introduce a new dataset collected
from four-player board game sessions, recorded via multiple
cameras. Recording four players at once provides a setting richer
than dyadic interactions. Emotional moments are annotated for
all game sessions. Additional data comes from personality and
game experience questionnaires. We present a baseline for affect
analysis and discuss some potential research questions for the
analysis of social interactions and group dynamics during board
games.

Index Terms—Board game, Dataset, Affect Analysis, Facial
Modality, Social Interaction, Group Dynamics.

I. INTRODUCTION

Multiplayer board games are excellent tools to stimulate
specific interactions both for children and adults. Many board
games have been adopted for therapeutic purposes by psychol-
ogists that work with children [1], [2]. Players of board games
exhibit a wealth of social signals. As such, they enable to
study of affective responses to game events and other players
and emotion contagion, possibly in interaction with personal
and interpersonal factors. Board games have been used by
therapists to assess behavioural patterns, a child’s cognitive
abilities, and attitudes [3], [4]. The assessments in turn may be
employed for constructing playful interventions for children.
Even though this approach is not a typical part of the toolkit of
psychologists working with adults, a lot can be learned from
analysing the game behaviour of adults as well.

Using board games for therapeutic purposes presents several
methodological challenges. First, although a game may elicit
valuable behavioural and affective responses, the amount of
time when such a response can be observed during play is
typically relatively brief [5]. Second, exhibited play behaviour
(typically) cannot be easily annotated; accurate behavioural
classifications not only depend on insight on human affect
and decision-making processes, but also factors such as player
personality and motivation, the state of the game, and the
dynamics of the social context. Finally, manually coding a
player’s behaviour is inherently time-intensive. As such, while
the potential for employing board games as analysis and

intervention tools is clear, at present it generally is time-
consuming for therapists to fully exploit this potential.

With rapidly developing computational approaches to be-
havioural analysis, it is becoming increasingly more feasible
to automatically process large amounts of play observations
and, if needed, prepare indices for therapists. As such, an ef-
fective computational approach to behavioural analysis would
mitigate the above-mentioned challenges. First, depending on
the observed behaviour, a limited number of observations
may suffice for accurate analysis. Second, multiple modali-
ties such as the face, body and the voice can be analysed
simultaneously; information from one modality may be used
to assess the accuracy of classifications derived from other
modalities. For example, knowing a person’s head orientation
may tell us something about the expected accuracy of facial
expression analysis (cf. [6]). Third, automated analysis can
be expected to be significantly more efficient than manual
analysis. The drawbacks of fully automatic analysis are the
limited generalization capabilities of such algorithms, their
dependence on rich annotations (which may imply a small
number of affective states as target variables, or in the case of
continuous affect space annotations, a non-trivial mapping to
practically useful labels), and the lack of a semantic grounding,
which makes interpretation of rare events and idiosyncratic
displays impossible. However, as the capabilities of the au-
tomatic analysis tools grow, they are expected to play larger
roles in the toolbox of the analysts.

In this paper, we investigate approaches for automated
multimodal behavioural analysis of adults interacting with
each other while playing different types of board games. We
introduce MP-BGAAD, a dataset with recordings of 62 game
sessions, each involving four players. Using MP-BGAAD,
we investigate to what extent we can derive information on
personality traits, emotional states and social interactions of
adults from recordings of their behaviour. Our setup includes
the recording of videos of interacting players and the game
board, the collection of personality traits for each player, and
an assessment of the game experience after each played game.

This paper makes the following contributions:
1) We introduce a multi-person dataset with three levels of
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annotations (segment-level, session-level, and user level,
respectively) of recorded game sessions.

2) We present baseline evaluation results on this dataset by
using state-of-the-art feature extraction and classification
methods.

3) We analyse and discuss the effectiveness of the em-
ployed classifiers.

We proceed with a discussion of related works on affect
analysis and datasets. Section III introduces our dataset, Multi-
Person Board Game Affect Analysis Dataset (MP-BGAAD).
We explain the board games, characteristics of the participants,
recording setup, annotation process and the questionnaires we
have used for for assessing personality and game experience.
In Section IV, the feature extraction process and classification
methods are detailed. We present baseline scores for several
automated analysis tasks in Section V and conclude with a
discussion in Section VI.

II. RELATED WORK

Affective computing aims at equipping computer programs
with the ability to sense affective cues exhibited by humans,
in the hope of using these for the design of more responsive
interactive applications [7]. However, such analysis can also
be directly used, for example by psychologists who observe,
describe, and quantify behaviours during long-term therapy.
Since the type of features that can be automatically derived
from human behaviour analysis is vast [8], [9], a compre-
hensive review is not included here. Rather, we focus on the
automatic analysis of player behaviour during game play.

Since the setting we use involves board games, we focus on
a scenario where multiple persons are sitting around a table to
play a game with materials on it. The most interesting states
during such a scenario involve responses to the game events,
or to other players, such as frustration, anger, elation, bore-
dom, excitement, disappointment, concentration, puzzlement,
expectation, pride and shame. Of particular importance is the
display of these emotions in children, as play scenarios are
particularly suitable for them. The behaviours giving away
these states mostly happen above the table, so the focus lies
on the upper body. While fidgeting may also be indicative,
putting a camera under the table is not a desired solution.

The face is regarded as the most expressive part of the
body [10], and there are works specialised in processing faces
of children during game play or other activities such as prob-
lem solving [11], [12]. The eyes are in particular shown to be
good indicators of a person’s engagement with an activity [13],
[14]. The use of the bodily motions alone in affect recognition
is less common than using facial expressions [15].

One of the challenges in affect analysis with a broad range
of affective states to detect is the fact that each particular affec-
tive state, with the possible exception of happiness manifesting
in a smile, happens rarely. Thus, these problems are typically
severely unbalanced in terms of sample distributions, and it
is very important to study them in natural conditions. Facial
displays are by themselves difficult to fully catch these states
automatically, as the face is also deformed via non-emotional
speech. The use of a multimodal system can increase the

performance. Moreover, facial and bodily modalities are the
most widely used signals for automatic analysis of interac-
tions [16]. Filntisis et al. addressed affect recognition during
child-robot interaction, and illustrated how the combination of
face and bodily cues in a machine learning algorithm could
yield better results that the use of a single modality [17]. A
similar finding in the application domain of serious games
was reported by Psaltis et al., where decision level fusion was
employed and the individual modalities were fused with the
help of confidence levels [18].

The use of the body as a modality provides some chal-
lenges. For facial expressions, Ekman and Friesen introduced
the Facial Action Coding System (FACS) [19], [20], which
provides an objective way to describe facial movements of the
face. However, there is no clear and unambiguous mapping
from action units to expressions; there are only indicators
for a number of expressions, some strongly correlated, and
some not. For example, the upwards movement of lip corners,
coded as AU12, is a good indicator of a smile. Yet it does not
immediately tell us whether it is due to genuine enjoyment,
or used as a social back-channel signal [21].

For the body, such a system does not exist. The body lan-
guage associated with certain emotions is usually described by
how body parts move, but it is much more idiosyncratic [22],
[23].

How to represent emotions and affect is still up for de-
bate [15]. In 1981, and Kleinginna created an overview of the
definitions of emotion that existed until then [24]. This gave
92 different definitions. There has since been many works on
affect and what it precisely is [25], [26]. A working definition
is given by Desmet [27]: “emotions are best treated as a mul-
tifaceted phenomenon consisting of the following components:
behavioural reactions (e.g. approaching), expressive reactions
(e.g. smiling), physiological reactions (e.g. heart pounding),
and subjective feelings (e.g. feeling amused)’’. This definition
agrees with our aims, as in this project, our ambition is to
create a dataset where participants’ subjective feelings during
gameplay and their expressive reactions can be predicted.

Visual behaviour and affect analysis have been applied
to gameplay contexts [28]. Action recognition methods are
used by many researchers for analysing sports games such
as tennis [29], basketball [30] and football [31]. There are
game consoles (such as XBox) designed to have capabilities
to analyse users through audiovisual cues, for instance for
showing relevant ads to them, depending on their age or
behaviour. Some researchers point out the need for emotional
appraisal engines for video games in order to achieve human-
like interaction between the players and the non-player char-
acters [32], [33]. This can be achieved to a degree through
visual analysis of faces through a camera [34]. Elsewhere,
face and head gestures are combined with posture to recognise
affective states of people playing serious games [35]. Some
existing datasets provide researchers with audio, visual or
audiovisual data to aid research on affective computing and
social interaction analysis. The Tower Game Dataset [36],
Static Multimodal Dyadic Behavior (MMDB) dataset [37],
Mimicry database [38] and the PInSoRo database [39] are
some of the important resources with which it is possible to

ENTERFACE’19, JULY 8TH - AUGUST 2ND, ANKARA, TURKEY 2



ENTERFACE’19, JULY 8TH – AUGUST 2ND, ANKARA, TURKEY 3

Name Year Modality Subj. Subj. per Session Sessions Annotations Labels
The

Tower
Game

Dataset [36]

2015 V + A 39 2 112 Manual, continuous

Eye gaze, body language, simultaneous
movement, tempo similarity coordination
and imitation are rated using a six-point
Likert scale

Static
MMDB

Dataset [37]
2016 V + A 98 2 98 Manual, discrete Actions are classified

Mimicry
Database [38] 2011 V + A 40 2 54 Semi-automatic, discrete

- Behavioural expression labels (smile,
head nod, head shake, body leaning
away, body leaning forward)
- Mimicry/ non mimicry labels
- Conscious / unconscious

PInSoRo
Dataset [39] 2018 V + A 120 1 or 2

with 1 robot 75 Manual, discrete
- Task engagement
- Social engagement
- Social attitude

MP-BGAAD 2019 V 58 4 62 Manual, discrete Emotional moments are annotated based
on shown expressions

TABLE I
RECENT GAME BEHAVIOUR DATASETS. V = VIDEO, A = AUDIO

study social interactions between two adults, or child-adult and
child-robot interactions.

The Tower Game Dataset [36] consists of audio-visual
recordings of two players and focuses on the joint attention
and entertainment during a game. Annotation of the dataset
has been done with Essential Social Interaction Predicates
(ESIPs). The static MMDB dataset [37] focuses on dyadic
interactions between adults and 15- to 30-month old children.
The dataset is annotated based on the action-reaction dynam-
ics. Multimodal Mimicry database [38] is recorded during
two experiments: a discussion on a political topic and a
role-playing game, respectively. The annotation consists of a
number of social signaling cues and conscious/non-conscious
labels illustrating the status of these cues. The PInSoRo
dataset [39] has recordings of both child-child and child-robot
interactions. This dataset is annotated using three different
social interaction codes, which are task engagement, social
engagement and social attitude, respectively. These databases
are all based on structured, short, two-person video segments.
In Multi-Person Board Game Affect Analysis Dataset, four
participants of a board game are recorded simultaneously dur-
ing each session, which affords for more complex interactions
between the participants. Table I summarises available game
behaviour datasets and their characteristics.

III. DATASET

In this section, we introduce the Multi-Person Board Game
Affect Analysis Dataset (MP-BGAAD). MP-BGAAD is col-
lected during the eNTERFACE 2019 Summer Workshop on
Multimodal Interfaces1. The dataset features participants play-
ing cooperative (co-op) and competitive board games. Every
game session consisted of four participants, recorded by two
separate cameras, and an additional recording of the board
game itself to allow for the detection of in-game events. Every
participant filled in a HEXACO personality test [40] and after
every game, they completed the in-game and social modules of

1For more information about the workshop: http://web3.bilkent.edu.tr/
enterface19/.

the Game Experience Questionnaire (GEQ) [41]. In total, there
are 62 sessions recorded. The study received ethical approval
from the Internal Review Board for Ethical Questions by the
Scientific Ethical Committee of Boğaziçi University.

In the following subsections, we will describe the games,
participants, recordings, annotations and questionnaires. All
images are reproduced with explicit permission from the
participants.

A. Games

According to [42], there are four categories of games
for therapeutic use: communication games, problem-solving
games, ego-enhancing games, and socialization games, respec-
tively. We use two types of games in the construction of
the MP-BGAAD: communication games and ego-enhancing
games, respectively. In communication games, competition
plays a smaller role, and inter-player communication is the
key [43]. Ego-enhancing games on the other hand trigger
stress, feelings of competition and challenge. This potentially
leads to conflicts between game players, creating emotional
states like frustration, disappointment, anger, but also relief,
triumph, elation, etc.

Each session consisted of four participants that played one
of six multiplayer games, see Table II. The game that was
played was chosen by the participants. Before playing, the
rules of the game were explained by the experimenters. We
briefly describe each of the six games and the benefits of using
such a game.

Magic Maze is the most played game in MP-BGAAD. It is
a cooperative game where players work together to achieve a
common goal. The players win by collectively managing four
game characters exploring a maze. These characters need to
steal certain items from specific locations of the maze, and use
specific escape locations to complete the task against a running
hourglass. Players do not take turns and are allowed to move
whenever they can. Each player has a complementary set of
moves. The game is played in real-time and if the hourglass
(green circle in Figure 2) runs out, the players lose the game.
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Fig. 1. A screenshot from the recording stream, where four players respond to a players mistake.

Fig. 2. A moment in a Magic Maze game, where the red cone was just placed
in front of the player on the left, who is confused about his expected moves.

Players are not allowed to speak with each other during most
of the game. The only way they can communicate is using
a big red cone (red circle in Figure 2), which can be placed
in front of another player to indicate that the other player
needs to do something. In Magic Maze, players naturally show
emotions due to the tension generated by the game. The time
pressure prompts the players to perform well, as every wrong
move will set back the group as a whole. The most stress-
related emotions can be seen at moments when the hourglass is
about to run out and players try to reverse it by visiting special
squares in the maze. Another clear moment is during the use
of the red cone. If players place it in front of another player,
this is generally done with a lot of enthusiasm to prevent face
loss. The player who gets it might show a number of emotions,
mostly frustration or confusion (e.g. left player in Figure 2).
A game of Magic Maze takes around 10-15 minutes.

Qwixx is a competitive game, primarily based on luck.
The players throw dice every turn and take some of them
to cross off numbers, based on certain restrictions, on their
own sheet. At the end of the game, the player with the most
crosses wins. Each action disables a number of future actions
(e.g. crossing a number may disable crossing smaller or larger
numbers of the same color for the rest of the game), thus

Type Games Sessions Minutes Participants

Cooperative
Magic Maze 39 405 156 (57)

Pandemic 2 78 8 (4)
The Mind 1 6 4 (4)

Competitive
Qwixx 10 203 40 (17)

Kingdomino 8 140 32 (17)
King of Tokyo 2 73 8 (5)

TABLE II
THE GAMES PLAYED IN MP-BGAAD. NUMBERS BETWEEN BRACKETS

ARE UNIQUE PARTICIPANTS.

the game requires the players to calculate and take risks. The
emotions that are shown during a Qwixx game are mostly
moments of surprise, both happy and sad when players see
the results of the dice throw. Another commonly occurring
type of emotion is ‘schadenfreude,’ i.e., enjoyment of an other
player’s demise. When a player cannot cross something off,
other players typically enjoy these moments.

Kingdomino is also a competitive game, where players
compete to create the most valuable kingdom. Every turn,
players take a piece of land to place it in their kingdoms.
The pieces work just like domino stones and have similar
placement restrictions. New pieces are revealed at the start
of every turn. This typically evokes emotions such as positive
and negative surprise (see Figure 3 for an example). A player’s
choices directly influence the other players, as the piece of
land can only be chosen by one player. This creates moments
of friction between the players. In Kingdomino, boredom
sometimes occurs when a player takes a long time to think.
Players also take the opportunity to talk to other players to
convince them to take a certain piece. Those moments show
negotiation skills and how players react to each other.

Pandemic is a cooperative game where players try to save
the world from an epidemic. Players need to work together to
keep the outbreaks of diseases under control, while at the same
time finding the cures for these diseases. The game decides
where the next outbreak is, based on a deck of cards which
players need to draw from every turn. This creates a lot of
tension in these moments, because depending on which card
is drawn, the game can swing in favor of the players or it

ENTERFACE’19, JULY 8TH - AUGUST 2ND, ANKARA, TURKEY 4
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study social interactions between two adults, or child-adult and
child-robot interactions.

The Tower Game Dataset [36] consists of audio-visual
recordings of two players and focuses on the joint attention
and entertainment during a game. Annotation of the dataset
has been done with Essential Social Interaction Predicates
(ESIPs). The static MMDB dataset [37] focuses on dyadic
interactions between adults and 15- to 30-month old children.
The dataset is annotated based on the action-reaction dynam-
ics. Multimodal Mimicry database [38] is recorded during
two experiments: a discussion on a political topic and a
role-playing game, respectively. The annotation consists of a
number of social signaling cues and conscious/non-conscious
labels illustrating the status of these cues. The PInSoRo
dataset [39] has recordings of both child-child and child-robot
interactions. This dataset is annotated using three different
social interaction codes, which are task engagement, social
engagement and social attitude, respectively. These databases
are all based on structured, short, two-person video segments.
In Multi-Person Board Game Affect Analysis Dataset, four
participants of a board game are recorded simultaneously dur-
ing each session, which affords for more complex interactions
between the participants. Table I summarises available game
behaviour datasets and their characteristics.

III. DATASET

In this section, we introduce the Multi-Person Board Game
Affect Analysis Dataset (MP-BGAAD). MP-BGAAD is col-
lected during the eNTERFACE 2019 Summer Workshop on
Multimodal Interfaces1. The dataset features participants play-
ing cooperative (co-op) and competitive board games. Every
game session consisted of four participants, recorded by two
separate cameras, and an additional recording of the board
game itself to allow for the detection of in-game events. Every
participant filled in a HEXACO personality test [40] and after
every game, they completed the in-game and social modules of

1For more information about the workshop: http://web3.bilkent.edu.tr/
enterface19/.

the Game Experience Questionnaire (GEQ) [41]. In total, there
are 62 sessions recorded. The study received ethical approval
from the Internal Review Board for Ethical Questions by the
Scientific Ethical Committee of Boğaziçi University.

In the following subsections, we will describe the games,
participants, recordings, annotations and questionnaires. All
images are reproduced with explicit permission from the
participants.

A. Games

According to [42], there are four categories of games
for therapeutic use: communication games, problem-solving
games, ego-enhancing games, and socialization games, respec-
tively. We use two types of games in the construction of
the MP-BGAAD: communication games and ego-enhancing
games, respectively. In communication games, competition
plays a smaller role, and inter-player communication is the
key [43]. Ego-enhancing games on the other hand trigger
stress, feelings of competition and challenge. This potentially
leads to conflicts between game players, creating emotional
states like frustration, disappointment, anger, but also relief,
triumph, elation, etc.

Each session consisted of four participants that played one
of six multiplayer games, see Table II. The game that was
played was chosen by the participants. Before playing, the
rules of the game were explained by the experimenters. We
briefly describe each of the six games and the benefits of using
such a game.

Magic Maze is the most played game in MP-BGAAD. It is
a cooperative game where players work together to achieve a
common goal. The players win by collectively managing four
game characters exploring a maze. These characters need to
steal certain items from specific locations of the maze, and use
specific escape locations to complete the task against a running
hourglass. Players do not take turns and are allowed to move
whenever they can. Each player has a complementary set of
moves. The game is played in real-time and if the hourglass
(green circle in Figure 2) runs out, the players lose the game.
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Fig. 6. Nationality and Gender histograms for all participants.

Fig. 7. Board Game playing frequency histogram for all participants.

cameras are placed opposite to record both pairs (see left and
middle frame in Figure 1). A third camera recorded the board
and was placed slightly higher to have a better view (right
frame in Figure 1). The three videos were merged into a
single one (Figure 1) using Open Broadcaster Software2 (OBS)
to synchronize them for annotation purposes, but automatic
processing is performed on the individual streams. The videos
that were recorded of the participants (left and middle frame in
Figure 1) have a resolution of 1280×720 and the recording of
the board game state (right frame in Figure 1) had a resolution
of 800× 448. All the recordings were captured in 30 fps. We
decided not to focus on the audio in the recordings, because
our recordings took place in a noisy environment. This would
render the audio modality largely unsuitable. Furthermore, our
participants were from different nationalities and they were not
using their native language.

2https://obsproject.com/

Fig. 8. Game count histogram for all participants.

Fig. 9. Only Magic Maze game count histogram for all participants.

D. Annotation

To mark expressive moments in the videos, we annotated for
each player the deviations from a neutral facial expression. We
used ELAN3 to create seven different annotations, Table III
describes each in detail. People do not always show their
emotions in the same way. For example, negative emotions
can be expressed with a smile. If an anomaly shows but it
was not clear what the label should be, the board game state
was used to determine the label.

The dataset is annotated by two annotators with high inter-
rater reliability. At the start of the annotating process, two
videos were annotated by both annotators separately, and the
final versions were compared. Annotators trained themselves
further by discussing discrepancies in their annotations. After
the training period, each video was annotated by a single
annotator.

To measure the inter-rater reliability between the two anno-
tators, we calculated Cohen’s Kappa [44] on two videos that
both annotators coded. Preliminary experiments have shown a

3https://tla.mpi.nl/tools/tla-tools/elan/

ENTERFACE’19, JULY 8TH - AUGUST 2ND, ANKARA, TURKEY 6



ENTERFACE’19, JULY 8TH – AUGUST 2ND, ANKARA, TURKEY 7

Label Name Meaning
+ Positive Highest annotation in positive valence space. For example laughter and open mouth smiles.
+? Small positive Placed in positive valence space. Closer to the neutral state. For example gentle smiles.
’No label’ Neutral Represents the state of the player that is generally shown throughout the game. Each player has a different

neutral state, so annotations are done considering the most occurring state of that player.
-? Small negative Placed in negative valence space. Closer to the neutral state. For example short frowns and lowering of

mouth corners.
- Negative Lowest annotation of negative valence space. For example looking angry add another player.
f Focus Not ranked in valence space. Player gives full attention to the board game. For example narrowed eyes

and lower blink rate.
f? Small focus Less intense version of the focus label.
x Non-Game event For example taking a call or talking with another person outside of the game.

TABLE III
LABELS USED IN ANNOTATION.

Fig. 10. Recording setup.

frame length of 50 to be adequate for segment-level coding.
The Kappa score of our annotators was 0.735.

E. Questionnaires

The annotations of facial affect serve as in-game ground
truth for the affective state of the player. To get social ground
truths, the participants filled in two different questionnaires,
which provided an opportunity to establish if there are cor-
relations between the results of the recorded game data and
the experience of the players reported by themselves. This
also gave insights about the participants, and a baseline about
checking if certain in-game events can be linked to certain
personality traits.

Each participant filled in a 60-item HEXACO-PI-R test
(HEXACO-60) [40] to assess personality in six dimensions:
Honesty-Humility, Emotionality, Extraversion, Agreeableness,
Conscientiousness, and Openness to Experience, respectively.
Participants rated 60 statement sentences from 1 (strongly
disagree) to 5 (strongly agree).

After playing a game session, each player filled in a Game
Experience Questionnaire (GEQ [41]). The GEQ consists of

four separate modules, which can be used individually. We
used the in-game and social presence modules to evaluate
the participant’s experience during the game, and to evaluate
empathy, negative feelings and behavioural involvement with
the other players, respectively. Players filled in the GEQ as
many times as the number of game sessions they participated
in. This gave MP-BGAAD 248 GEQ tests, which can be
combined with the HEXACO-60 tests and in-game moments.

IV. METHODOLOGY

In this section and the next, we report some baseline
approaches we have tested for the analysis of affect during
board game play. We will first explain how the dataset is used
to create features. Then, we will discuss how these features
are used for automated detection of players’ expressiveness.

A. Feature extraction

We have used the OpenFace 2.2 [45], [46]4 tool to locate
faces in the video frames, and to extract facial landmark
locations, head pose, eye gaze and facial expressions.

In each video, we have two players sitting side-by-side.
As their relative positions do not change, tracking the nose
landmark locations is sufficient to determine whether the
output of OpenFace belongs to the left or right person in
view. During a play session, it sometimes happens that a player
reaches for something far away. The player then might appear
in the recording of the other two players. To eliminate these
unwanted faces that OpenFace detects, we check for clusters
of outliers, corresponding to incidental face detections. To
determine whether this process correctly labels the players
with their assigned identities (from 1 to 4), we selected random
frames and manually checked the outputs. From the selected
frames, 100% was correctly labeled.

OpenFace provides a confidence score for each detection,
which we used to exclude false or problematic detections from
the feature set. The details of how this threshold affects the
performance is presented in Table IV. Confidence thresholding
gives us an improved feature set, but with missing frames
and noise. To counteract these two problems we filter our
feature set with a Savitzky-Golay smoothing filter [47]. We
select this filter’s window length (15) and polynomial order
(3) empirically.

4https://github.com/TadasBaltrusaitis/OpenFace.

ENTERFACE’19, JULY 8TH - AUGUST 2ND, ANKARA, TURKEY 7



ENTERFACE’19, JULY 8TH – AUGUST 2ND, ANKARA, TURKEY 8

Models Hyper-parameters OpenFace confidence thresholds
0 0.25 0.5 0.75

Random
Forest

with
class

weights

25
trees

depth:10 .5221 .5255 .5269 .5244
depth:25 .3998 .4002 .4071 .3977
depth:50 .3290 .3252 .3318 .3271

50
trees

depth:10 .5250 .5278 .5285 .5271
depth:25 .4020 .4021 .4075 .4040
depth:50 .3132 .3126 .3139 .3114

75
trees

depth:10 .5272 .5290 .5288 .5286
depth:25 .4036 .4049 .4097 .4053
depth:50 .3277 .3266 .3286 .3249

100
trees

depth:10 .5276 .5290 .5293 .5299
depth:25 .4031 .4066 .4102 .4040
depth:50 .3199 .3180 .3193 .3165

no
class

weights

25
trees

depth:10 .3584 .3610 .3615 .3682
depth:25 .3847 .3886 .3914 .3888
depth:50 .3814 .3939 .3875 .3942

50
trees

depth:10 .3659 .3760 .3776 .3761
depth:25 .3872 .3897 .3916 .3921
depth:50 .3730 .3856 .3829 .3860

75
trees

depth:10 .3693 .3825 .3840 .3801
depth:25 .3992 .4023 .3997 .4034
depth:50 .3887 .4014 .3988 .4018

100
trees

depth:10 .3662 .3801 .3850 .3796
depth:25 .3947 .3991 .3994 .4008
depth:50 .3848 .3950 .3912 .3957

ELM

10
hidden
units

tanh .2730 .2713 .2720 .2682

rbf 0.01 .0003 .0003 .0003 .0007
0.1 .0003 .0003 .0003 .0007

50
hidden
units

tanh .3681 .3730 .3730 .3715

rbf 0.01 .3020 .2852 .2859 .2770
0.1 .2849 .2727 .2749 .2698

100
hidden
units

tanh .3737 .3686 .3705 .3719

rbf 0.01 .3277 .3310 .3317 .3312
0.1 .3287 .3304 .3322 .3307

K
Nearest

Neighbors

K = 3 .2779 .3021 .3054 .3110
K = 5 .2708 .2968 .2987 .3049
K = 9 .2542 .2782 .2825 .2867

K = 15 .2371 .2622 .2646 .2666
K = 31 .2166 .2377 .2396 .2430

Decision
Tree

with
class

weights

depth:5 .4986 .5087 .5089 .5063
depth:15 .4154 .4248 .4253 .4362
depth:30 .3501 .3428 .3500 .3533

no
class

weights

depth:5 .4092 .3980 .4082 .4092
depth:15 .3958 .3916 .3963 .3885
depth:30 .3485 .3568 .3515 .3510

Random .2131
All non-neutral .2385

TABLE IV
5 FOLD CROSS VALIDATION F1 SCORES ON THE TRAINING SET.

The processed data are then used to extract some features.
These features are calculated over each small segment of a
video, which are created with a sliding window approach. The
window length (50 frames) and stride length (16 frames) are
selected based on the best inter-rater agreement calculated in
Section III-D. The features are divided into three categories:
head movement (24), gaze movement (8) and action units (19),
respectively.

• Head movement: OpenFace provides us with the loca-
tion of the head in millimeters with respect to the camera.
The location is given in 3D coordinates. We calculate the

Action Unit Corresponding action
AU-04 Lowering of the brow.
AU-05 Raising of the upper eye lid.
AU-06 Raising of the cheeks.
AU-07 Tightening of the eye lid.
AU-09 Wrinkle in the nose.
AU-15 Lowering of the lip corner.
AU-20 Stretching of the lip.
AU-23 Tightening of the lips.
AU-26 Dropping of the jaw.

TABLE V
THE FACIAL ACTION UNITS USED IN THE ANALYSIS.

absolute movement of the head. The velocity and accel-
eration are calculated as the first and second derivative of
the position with respect to time. OpenFace also provides
the rotation of the head, in radians. These values can be
seen as pitch, yaw, and roll. We calculate the absolute
rotation to determine velocity and acceleration. For every
segment, the mean and variance are calculated for the
3D coordinates of movement and pitch, yaw and roll
for rotation. This provides us with 24 features for head
movement.

• Gaze movement: OpenFace outputs the angle of the gaze
by taking the average of the gaze vectors of both eyes.
This creates two gaze angles in the horizontal and vertical
direction. Similar to head movement, we calculated the
mean and variance of the velocity and acceleration per
segment. The result is eight features for the gaze.

• Action Units: OpenFace provides us with a subset of
action units (AU), used to describe facial movements such
as AU 45, which corresponds to the blink event, as well
as an intensity value between 1 and 5. In the case of
AU45, a value of 5 corresponds to a fully closed eye.
Straightforward thresholding the smoothed intensity of
AU45 as a function of time gives us the number of peaks
per segment to determine the number of blinks. The other
AUs that are used are shown in Table V. The mean and
variance of the intensity are calculated for each AU.

B. Classifying Emotional Moments

We use the same sliding window segmentation used in
feature extraction to match our frame-level annotations to
the extracted features. Out of many classifiers available,
we use Random Forests [48], Extreme Learning Machines
(ELM) [49], K Nearest Neighbors, and Decision Trees [50]
for our segment level classification task.

Although we have several class labels as explained in
Section III-D, the distribution of the classes is extremely im-
balanced. The neutral class dominates the others, with 86.05%
of all the video segments labelled as neutral. Consequently,
we combine the minority labels into a single class called
‘non-neutral’ for the baseline experiments. We perform binary
classification to classify the non-neutral segments. Since our
focus is correctly classifying the non-neutral segments to per-
form further analysis on them, we select the F1 score, which
is harmonic mean of precision and recall, as our evaluation
metric.
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Models Hyper
parameters

OF
conf.

thresh.
F1 Precision Recall

ELM 100
units

tanh 0.25 .42 .57 .33

K Nearest
Neighbors

K = 3 0.75 .34 .46 .26

Decision
Tree

class
weights

depth:5 0.5 .52 .42 .68

Random
Forest

class
weights

100
trees

depth:10 0.75 .54 .50 .60

Random .24 .16 .50
All non-neutral .28 .16 1.0

TABLE VI
TEST SET RESULTS.

V. EXPERIMENT AND RESULTS

Our experimental results, presented in this section, will
serve as a baseline for future evaluations. We randomly split
our dataset into 70% training set and 30% test set based on
the game sessions, so that all the videos of any play session
are only in one of the sets. That way we enable session-based
group dynamics analysis such as social interactions and roles.
Currently, we only use player based features and do not look
into any social cues. We expect future research on this dataset
to focus on extracting higher-level features.

Table IV shows our findings on the training set with
5-fold cross-validation comparing different hyper-parameters
and OpenFace confidence thresholds. We selected the best
hyper-parameters and OpenFace confidence threshold for each
classifier to be used in the test set experiments. We present
scores for two dummy generators in the last two lines of our
tables for comparison. The first generator randomly guesses
between neutral or non-neutral states, and the second one
always classifies segments as non-neutral, our target class.
Both in the training set and the test set experiments, the latter
generator gets better F1 scores than the former.

The hyper-parameters we try in Table IV are class weights,
tree counts, and maximum tree depths for Random Forest
classifiers. We use class weights and maximum tree depth for
Decision Trees as well. Class weights are selected inversely
proportional to the class distribution in the training set. This
gives higher priority to the minority class and the classi-
fiers with class weights get the highest scores. ELM hyper-
parameters are the hidden unit counts, activation functions and
the in case of RBF, the kernel width.

The final results on the test set are presented in Table VI.
As can be seen from the table, the best OpenFace confidence
thresholds for all four classifiers are found to be different than
zero. It means that some levels of thresholding cleans out
the extracted data correctly. Unfortunately, ELM overfits to
the neutral class and because of that its performance is lower
than Random Forests and Decision Trees. ELMs are known to
be affected by imbalanced data and require combination with
proper data selection steps to overcome this issue [51]. In our
experiments, we have not used any data selection steps and
thus the different ELMs we used in our experiments performed

poorly compared to the other classifiers.

VI. CONCLUSION

We have introduced the Multi-Person Board Game Affect
Analysis Dataset, MP-BGAAD, consisting of video recordings
of players playing different types of board games engaging in
multi-player interactions. Self-reported personality tests of all
the players and the game experience questionnaires filled after
every game session make this dataset open to many research
directions.

We have presented some baseline scores for our frame-level
affect annotations on the videos. Our test set experiments
show that out of all four classifiers, the random forest with
class weights to boost minority class predictions gets the
highest baseline score, followed closely by a class weighted
shallow decision tree. Our results show that state-of-the-art
feature extraction tools and straight-forward machine learning
techniques cannot get high accuracy results on our challeng-
ing dataset. We believe that these challenges will enable
new research on the analysis of affect, social interaction,
personality-game behaviour relationship, and game behaviour-
game experience connection.

One of our future aims is extracting bodily motion features
and to create multimodal classifiers. After that, we would
like to create a new set of annotations which would facilitate
research on social interactions and group dynamics.
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[21] H. Dibeklioğlu, A. A. Salah, and T. Gevers, “Are you really smiling
at me? spontaneous versus posed enjoyment smiles,” in European
Conference on Computer Vision. Springer, 2012, pp. 525–538.

[22] C. Corneanu, F. Noroozi, D. Kaminska, T. Sapinski, S. Escalera, and
G. Anbarjafari, “Survey on emotional body gesture recognition,” IEEE
Transactions on Affective Computing, 2018.

[23] I.-O. Stathopoulou and G. A. Tsihrintzis, “Emotion recognition from
body movements and gestures,” in Intelligent Interactive Multimedia
Systems and Services. Springer, 2011, pp. 295–303.

[24] P. R. Kleinginna and A. M. Kleinginna, “A categorized list of emotion
definitions, with suggestions for a consensual definition,” Motivation and
emotion, vol. 5, no. 4, pp. 345–379, 1981.

[25] K. Mulligan and K. R. Scherer, “Toward a working definition of
emotion,” Emotion Review, vol. 4, no. 4, pp. 345–357, 2012.

[26] E. Shouse, “Feeling, emotion, affect,” M/c journal, vol. 8, no. 6, p. 26,
2005.

[27] P. Desmet, “Measuring emotion: Development and application of an
instrument to measure emotional responses to products,” in Funology.
Springer, 2003, pp. 111–123.

[28] B. A. Schouten, R. Tieben, A. van de Ven, and D. W. Schouten,
“Human behavior analysis in ambient gaming and playful interaction,” in
Computer Analysis of Human Behavior. Springer, 2011, pp. 387–403.

[29] G. Zhu, C. Xu, Q. Huang, W. Gao, and L. Xing, “Player action
recognition in broadcast tennis video with applications to semantic
analysis of sports game,” in Proceedings of the 14th ACM International
Conference on Multimedia, ser. MM ’06. New York, NY, USA: ACM,
2006, pp. 431–440.
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Abstract—In this paper we report our first attempt on building
a Human-Agent Interaction (HAI) open-source toolkit to build
HAI applications. We present a human-robot interaction appli-
cation using the Cozmo robot built using different modules.
The scenario of this application involves getting the agent’s
attention by calling its name (Cozmo), then interacting with it by
asking it for information concerning restaurant (e.g: ”give me the
nearest vegetarian restaurant”). We detail the implementation
and evaluation of each module and indicate the future steps
towards building the full open-source toolkit.

Index Terms—Human-Agent Interaction (HAI), Human-Robot
Interaction, deep learning, Text-to-Speech Synthesis (TTS), Key-
word Spotting, Automatic Speech Recognition (ASR), Dialog
Management, Sound Localization, Signal Processing, Cozmo.

I. INTRODUCTION

THE past decades witnessed the rise of Human-Agent
Interaction (HAI) systems such as conversational agents

and intelligent assistants. This work aims at contributing to the
improvement of HAI applications and their incorporation to
our daily lives. HAI systems are generally formed of different
modules with different task(s) each, communicating with each
other.

We aim at building a toolkit containing such modules, as
well as a framework with two main purposes:

1) controlling the agent’s behavior in a user-defined way;
2) connecting these modules together in a single applica-

tion so that they could be able to communicate with each
other in a user defined logic;

The goal is to have a toolkit allowing the users the most
freedom possible in the way they utilize it to build their HAI
applications. The above mentioned modules would thus be us-
able either in an ”off-the-shelf” mode (outside the framework)
or in the framework defined here.

In the same perspective, in the future, modules will be
incrementally added to this toolkit allowing a wider range
of HAI applications implementations. Also, the framework
is designed in a way to easily add and connect modules
needed (toolkit’s ones or user defined ones) in order to build
customized HAI applications. This gives users more freedom
on how to utilize the toolkit.

In order to evaluate the performance of the developed toolkit
in building HAI systems, an application will be developed
using it: Cozmo4Resto. This HAI application is an interaction

with the Cozmo robot 1 during which Cozmo will give the user
informations about restaurants based on the user’s queries as
described in further detail in Section III. This robot was chosen
mainly because of the simplicity of integration in a python-
based application (see also Section III).

Towards building this application, in this paper, we present
the modules developed to be used for Cozmo4Resto and
added to the toolkit, as well as the framework mentioned
above. We will therefore first present the HAI-toolkit in
general in Section II. Then detail the Cozmo4Resto application
is explained further and the modules developed detailed in
Section III. Finally the implementation of the platform for
Cozmo4Resto is detailed in Section IV.

II. HAI OPEN-SOURCE TOOLKIT

We present here the first version of this toolkit 2 that will
be used to implement HAI application like Cozmo4Resto. It
is implemented in a modular way and, as mentioned earlier,
can be viewed either as a framework upon which modules
are connected and the agent’s behavior is controlled to build
an HAI application or as a library of HAI-oriented modules
usable outside the framework.

A. Modules

A module’s task is to perform an action or a sequence of
actions which is/are part of the agent’s behavior and which
is/are needed in the application implemented. The input-output
of each module is implemented in an object oriented way
and will have a specific and fixed format. This way, each
module can be modified/replaced/improved without affecting
the implementation of the others. This will help making the
toolkit more generic.

B. Behavior Framework

The framework’s main purpose is to allow the integration
of all the different modules in a single HAI system. It can be
summarized as a finite state machine [1] (FSM)-based system
combined with a communication system.

The FSM is used to describe the agent’s behavior. Each
state corresponds to a specific behavior of the agent. In the

1https://anki.com/en-us/cozmo.html
2https://github.com/kelhad00/hai-toolkit
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Fig. 1. Behavior framework workflow. S being the state, T the transition
between states, A the action performed while in the state corresponding to
the Module containing the action.

FSM, each state is linked to a module. Each module contains
a sequence of actions the agent must perform while in the
corresponding state.

The communication system allows the exchange of mes-
sages/data between the different modules. The main benefit of
this is modularity and the ability to run each module on the
same machine or different ones.

In what follows, we will refer to this framework as the
”Behavior” framework, because it is used to describe the
behavior of the agent through the states and the transitions
between them. A visualization of the platform’s workflow can
be seen in Fig. 1.

Let S = {s0, s1, ..., sn} be the set of states describing the
agent’s behavior (s0 being the initial state), Tij the transition
from state i to j and Ak is the action performed by a module
to which the state can be connected.

During run time, the Behavior framework acts as a client
to each of the modules, which therefore act as servers. When
in state si, Behavior queries the module to which si is linked
with the input required. After the action is executed, a ”next
state” value is returned triggering the transition to another state
or to the same current state.

The link between states and modules is defined by the user.

III. COZMO4RESTO APPLICATION

As mentioned above, to validate our toolkit, we use it to
build an HAI application involving the Cozmo Robot.

Cozmo 3 is a small physical relatively cheap robot which
is designed to interact with users in games and other kinds
of user-defined modalities. Cozmo can be very expressive
through the eyes, audio and movements (body and head). A
python SDK 4 is provided with Cozmo for free, which makes
it easy to intergrate on several platforms and with different
applications. The SDK python commands are sent to Cozmo

3Please note that at the time of writting this report, Anki, the company
producing Cozmo, went bankrupted. But the SDK is still maintained at the
time of redaction.

4https://developer.anki.com/

via and android-based app that was developed for Cozmo. It
contains a camera of which the stream is accessible via the
SDK as well as other sensors. All this makes Cozmo an ideal
platform to test our toolkit.

The interaction scenario of this application can be described
as follows:

1) Cozmo would be wandering in a ”non-interactive”
mode;

2) when the keyword ”Cozmo” is detected, Cozmo will
turn around toward the caller and engage the interaction,
thus going into ”interactive” mode;

3) the user will query Cozmo concerning different informa-
tion about restaurants (opening hours, menus, proximity,
etc.);

4) after the interaction ends, Cozmo goes back to the ”non-
interactive” mode.

For this, three modules are needed: sound acquisition, key-
word spotting (KWS) and sound localization (LOCAL). The
sound acquisition module stores audio data in an efficient way
for it to be used later on. The KWS detects a specific sound
among others and LOCAL detects the directionality of the
sound’s source allowing to make Cozmo turn towards it. These
will trigger the ”interactive” mode. During the interaction an
Automatic Speech Recognition (ASR) system will be used to
convert the user’s speech signal to text, which will be sent to
a Dialog Management (DM) module. The DM module will
take care of understanding the utterance and generating a text
response based on an implemented logic (see Section III-Efor
a more detailed description of the dialog interaction). The
response will be sent to a Text-To-Speech (TTS) synthesis
system which will take care of converting the text response
into an audio speech signal.

In what follows we will explain our approach to building
and/or testing each module (some modules were already im-
plemented open-source systems). The main constraints being
the quality of the system and the computation time. Indeed a
trade-off needs to be found so that the entire system generates
high quality responses in a reasonable delay of time. We
will also present the framework mentioned in SectionII. The
modules described in the following will be incorporated in
the HAI-toolkit in general and are not meant only for the
Cozmo4Resto application.

A. Sound Acquisition

The python pyaudio library 5 is used to acquire the audio.
A ring buffer is used to store and stream the input sound. The
recording starts when the signal reaches a certain threshold
The recording stops when the signal goes below the threshold
The buffer is created by using the deque function from
the collections python library. Each shift of audio signals
recorded by the stream is added to the buffer, until it reached
its maximum length. This maximum length is passed as a
parameter at the creation of the buffer. Once the buffer is full,
every new shift overwrites oldest one in the buffer. A number
of channel (one per mic input) can be specified.

5https://pypi.org/project/PyAudio/
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B. Sound Localization

Theory: The goal is to find the direction of arrival of a
sound to a microphone or a set of microphones. For this we use
the time delay of sound reception between the microphones.
Three microphone positioned as shown in Fig. 2 and 3 are
used here. The exact time of the sound emission from the
source is unknown, so the time delays between reception
time at each microphone are used instead. In Fig. 2, ’Source’
is the sound’s source and ’Tmici ’ is the absolute time of
reception of the microphone i. The source’s coordinates (x,

Fig. 2. Direction of arrival principle

y) are determined by minimizing the both following equations
using the root() function from scipy.optimize python library :

v · τ1 =
√

(x2 − x)2 + (y2 − y)2 −
√
(x1 − x)2 + (y1 − y)2

v · τ2 =
√
(x3 − x)2 + (y3 − y)2 −

√
(x2 − x)2 + (y2 − y)2

Where (xi, yi) are the microphone i coordinates and τi is the
delay between Tmici+1 and Tmici

Technical setup: Two different hardware setups are
considered for this module. The first one is composed of 3
AmazonBasics Microphones disposed in an equilateral trian-
gular shape of side one meter (see Fig. 3). The second setup
is composed of one Raspberry Pi 3 Model B and a 6-Mic
Circular Array Kit from Seeed’s Respeaker (see Fig. 4). Only
3 of the 6 microphones are used in the later. The red circles in
Fig, 4 shows an example of the relative positions of the mics
used among the 6 available for this setup.

Fig. 3. Table Microphones setup

Database collection: In order to evaluate the above
mentioned algorithm, we collected a dataset of different
sounds with the different setups mentioned above. The sounds
are either hand clapping or the word ’Cozmo’, at different
distances and angles with respect to the microphones: the
angles vary by 30 degrees from 0 to 330 degrees and the
distances are approximately 2m and 1m. The sounds were
recorded in 2 different conditions:

Fig. 4. Seeed’s 6-Mic Array

• UMONS: recordings made in a relatively
echo/reverberation-free room at 2m of the center
of the microphones at the numediart institute of the
University of Mons6.

• ENT: recordings made in a room generating
echo/reverberation at distances >= 2m and < 2m
at Bilkent University7.

The algorithm described above was evaluated on the ENT
condition only (data with reverberation) by calculating the
cosine similarity between the angle estimated and the corre-
sponding real value. The mean cosine similarity of all angles
are shown in Table I in degrees, per sound and distance. This
table shows the error between the actual position of the sound
source and the estimated one.

TABLE I
MEAN COSINE SIMILARITY. COZ = COZMO, FAR=2M, CLOSE=1M,

SAME=AT TABLE HEIGHT, HIGH= 80CM HIGHER THAN TABLE HEIGHT

clap-far clap-close coz-far-high coz-far-same coz-close-same
26.19 10.89 6.77 6.04 2.82

The results indicate that the closer the source is from the
microphones, the better is the estimation of the angle. These
errors suggest that the type of sound might affect the efficiency
of the sound localization algorithm used here. This is probably
due to the difference in sound parameters like the sound
amplitude and also the reverberation/echo generated by each
sound.

Also, the effect this error might have on the user experience
and user perception during an HAI application is an interesting
and important aspect to consider.

Both of points will be investigated in future work.

C. Keyword Spotting (KWS)

As mentioned previously, the role of the KWS in this project
is to trigger the ”interactive” mode. In our case we use the
keyword ”Cozmo”. A small dataset of ”Cozmo” utterances
from different speakers and in different tones was collected
for the purpose of this work.

A benchmark of KWS systems is available comparing 3
systems online 8: Picovoice, Snowboy and PocketSphinx. This
benchmark uses crowd-sourced words to train and evaluate

6https://numediart.org/
7https://w3.bilkent.edu.tr/bilkent/
8https://github.com/Picovoice/wakeword-benchmark
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TABLE II
AVERAGE WORD ERROR RATE (WER) AND DURATION OF COMPUTATION

OF SENTENCES OF IEMOCAP DATASET

Google Speech Recognition DeepSpeech Sphinx

WER 0.30 0.38 0.55
duration 1.69 0.8 9.5

these systems. The data used, therefore comes from different
recording environments.

The customisation of Picovoice is done with text data.
It relies on a dictionary of words with their corresponding
phonetics. This dictionary is not accessible, and the word
”Cozmo” needed for our application is not included in it. It is
therefore not adequate for our application.

PocketSphinx is a mobile device version of Sphinx that
runs locally, a group of speech recognition systems developed
by Carnegie Mellon University. It uses HMMs for statistical
modeling and includes a keyword spotting module. Similarly
to Picovoice, it relies on a dictionary of words with phonetics.

Snowboy uses an API to send trigger words samples to train
a system which is then downloaded and run locally. No more
than three samples can be used to train the models.

Snowboy seems therefore like the best option for our
application. We will therefore use ”Cozmo” as training sample.

It is important to note that neither Snowboy or Picovoice
systems are fully open source. Indeed the model training
of Snowboy is performed through their web interface and
Picovoice is optimized with a binary files provided online.

D. Automatic Speech Recognition (ASR)

Several ASR APIs are available for use under certain condi-
tions. Some of these APIs are free but come with limitations of
use in terms of API calls. Using APIs means we are dependent
on a tier service that may not be free or not supported in the
future.

A benchmark of APIs was proposed in [2]. Their code is
open source9.

Research projects with open-source codes include Sphinx,
DeepSpeech, Kaldi toolkit and gentle (based on Kaldi toolkit).

In this section, we compare APIs and State-of-the-art open
source systems for our use-case. For this, we estimate their
performance in terms of the Word Error Rate based on the
Levenshtein distance. We use the IEMOCAP database to ap-
proach a setup closer to our use-case of interaction compared
to a database based on Audiobooks recordings used in [2].

DeepSpeech may be accelerated with GPU. This was used
on Google Colab with a Tesla K80 GPU.

Table II reports the average WER and duration for obtaining
the prediction of the sentences of IEMOCAP dataset.

E. Dialog Management (DM)

To manage the dialogue between the agent and the user,
a module needed to be implemented to extract the goal of
the user’s utterance and to give the right response back. This

9https://github.com/Franck-Dernoncourt/ASR benchmark

Fig. 5. Chat example with Rasa system.

is called a dialog management system. There are several
options to create a working dialog management system, like
using DialogFlow (Google) or Luis (Microsoft). However, we
wanted an open-source library that worked with Python and
JSON. Therefore, we chose the Rasa Library 10.

RASA: This library is made up of two parts: Rasa NLU
and Rasa Core. Rasa NLU extracts so-called ’intents’ from
the user’s utterance. These intents are what the user wants or
needs. These can be narrowed down by specifying ’entities’.
For example, when the user says: ”I would like Italian food”,
the intent is the type of cuisine and the entity is Italian. These
intents and entities are then specified in a domain file, together
with the template sentences that the agent can use to respond.
This is where Rasa Core comes in. Rasa Core takes care of
what the agent should do next, which most of the time is
saying something back. But besides just responding, the agent
can also perform actions, which are specified in a separate
python file. For example, when the user asks for a restaurant
nearby, the action search restaurant is called, and it uses an
API to extract restaurant details, to then give these to the user.
An example of the start of a conversation is shown in Fig. 5.

The conversation altogether is a ’story’. Stories are pre-
defined storylines the developer can create. These stories are
the training data for Rasa Core. The training data for Rasa
NLU are the intents. They are both trained using a neural
network in Keras, based on an LSTM. This can be adjusted
if necessary. The training data was created manually and is
made available with the toolkit.

Cozmo4Resto & Rasa: Since the goal of Cozmo4Resto
is to suggest restaurants nearby the user, the main action of
Cozmo was to get the coordinates of the user (via their profile),
find restaurants nearby of the type the user wants, and, if
required, also give the address of the restaurant of choice. For
the sake of simplicity, and for this application, we set the user
location to a fix value and we propose only a single suggestion.
Therefore we had two actions: action search restaurant and
action give address. However, in a conversation people don’t
immediately ask what they want. The conversation usually has
an introduction first (most often some sort of greeting). After

10https://rasa.com/docs/rasa/
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TABLE III
THE CHANGES MADE DURING TESTING.

round change
1 added stories
2 if cuisine not recognised: ask another
3 added action other suggestion
4 if cuisine is ’anything’: give random restaurant
5 adjusted fallback method
6 added entities

this, the robot can ask the user a question leading to the goal of
the conversation. When the goal is reached, the conversation
comes to an end, with some kind of goodbye-utterance. This
results in six intents: greet, goodbye, wantdinner, cuisine,
affirm, deny. Wantdinner let’s the agent know that the user
wants a suggestion to eat somewhere. If there is no cuisine
suggested already, the agent will ask for the type of restaurant.
This will then lead to a ’cuisine’-response from the user. After
receiving the type of cuisine, it is put in a Slot, so the actions
can ’grab’ this when needed. Cozmo will then look for a
restaurant, with the help of the Zomato API, an API to extract
information of restaurants 11. Since we work with Python, the
zomathon library was used 12. When a restaurant with the right
cuisine was found, Cozmo gave it back to the user, by saying
’What do you think of Abc, a restaurant that serves xyz?’.
The user could then either ’affirm’ or ’deny’ this restaurant.
If denied, the agent should give another suggestion, however,
this is not implemented yet. When affirmed, the agent asks
if the user needs the address, and if they affirm, the agent
gives it, using the action give address. After this, the goal is
reached, and the conversation will close with a goodbye (and
a ’bon appetit!’ from Cozmo).

Evaluation: To test if the dialog management system was
working properly, nine eNTERFACE participants were asked
to chat with the system in a simple command line interface.
They were instructed to get information on a restaurant in the
neighbourhood but were not informed about how to do this, to
make the user’s utterances as free and unguided as possible.
When they felt the conversation was complete, or were stuck
and could not go any further, they informed the researcher.
The average conversation was about 4,5 minutes. Afterwards,
they filled out an evaluative questionnaire, with five questions
on conversational fluency from Mirnig et al. [3], put on a 7-
point Likert scale, and an open question about what problems
occurred. We iteratively improved our dialog strategy based on
the results of the questionnaires and the conversation which
was recorded in the system’s logs. Therefore, after the first
three conversations and then after each one, the system was
improved and tested again. An example of an improvement
is an adjustment to the fallback method (”Sorry, I did not
understand that.”). This went on until the participants did not
seem to run into any problems. The utterances of the users also
became new training examples for the system. The changes
made after each round are shown in table III.

Implementing it in the toolkit: To have the DM working
within the toolkit, it needed to be able to run outside the

11https://developers.zomato.com/api
12https://github.com/abhishtagatya/zomathon

TABLE IV
MEAN OPINION SCORE OF THREE PARTICIPANTS OF SENTENCES

SYNTHESIZED WITH DIFFERENT TTS SYSTEMS

MOS IBM API gTTS SOTA batched SOTA unbatched

P1 2.80 ± 0.10 3.24 ± 0.16 3.70 ± 0.16 3.88 ± 0.13
P2 3.43 ± 0.23 3.28 ± 0.25 3.10 ± 0.36 3.63 ± 0.26
P3 2.25 ± 0.40 2.30 ± 0.31 2.10 ± 0.37 2.90 ± 0.43

All 2.83 ± 0.19 2.94 ± 0.18 2.97 ± 0.24 3.47 ± 0.19

command line, and to be able to handle a JSON input file (from
ASR), run the DM, and output a JSON file (to TTS). This
was done by creating what is called a ’connector’-file. This
contains the specifications on the input channel and a blueprint
(from sanic 13) on how to handle the input, namely how to send
it to Rasa Core and retrieving Cozmo’s responses. Since the
toolkit was not entirely done by the end of eNTERFACE’19,
the DM was made operable by connecting it to a Google
Assistant.

F. Text-to-Speech (TTS)

As for ASR, some companies provide APIs for synthesizing
speech from a text. Among them, gTTS is a python library
allowing to use Google Translate built-in synthesizer. IBM
provides the Watson TTS API14.

One of the best state-of-the-art (SOTA) Open Source imple-
mentations in terms of naturalness so far for TTS is the joint
implementation of Tacotron [4] and WaveRNN [5] systems
in PyTorch15. Tacotron generates a mel-spectrogram from text
and WaveRNN generates the corresponding waveform sample
by sample from the predicted mel-spectrogram. WaveRNN
is able to produce a very natural sounding audio wave but
generating the signal sample by sample with a recurrent
relationship is still slow. This implementation proposes a way
to accelerate generation of a sentence, called batched, by
generating segments of the signal output of a sentence in
parallel. The segments have the to be concatenated together via
a windowing process. This technique allows faster generation
but leads to a chopped signal which is not the case of the
unbatched generation.

For subjective evaluation, the 20 first sentences of harvard
sentences16 were synthesized. Then three people evaluated
them subjectively in terms of naturalness by assigning a score
between 1 and 5. The Mean Opinion Score was then computed
for each system.

Table IV shows the results of the MOS test for each
participant and each system.

The synthesis duration is also an important aspect to
consider since this module will be integrated in a HAI
application where the agent has to respond in real-time.
Concerning the SOTA systems, the durations of generation of
mel-spectrograms and waveforms using a GPU GeForce GTX
1080 Ti are summarized in Table V. The order of magnitude

13https://sanic.readthedocs.io/en/latest/sanic/blueprints.html
14https://www.ibm.com/watson/services/text-to-speech/
15https://github.com/fatchord/WaveRNN
16http://www.cs.columbia.edu/ hgs/audio/harvard.html
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TABLE V
DURATION (IN SECONDS) OF GENERATION OF MEL-SPECTROGRAM

(ABBREVIATED MEL) WITH TACOTRON AND WAVEFORM (ABBREVIATED
WAV) WITH WAVERNN.

mel wav batched wav unbatched

Mean 0.147419 12.771765 55.560221
Std 0.015291 0.173554 6.270252

for mel-spectrogram generation is 0.1 seconds. While for the
waveform synthesis, it is one to several tens of seconds. In
the unbatched mode, the standard deviation is much bigger
because it depends more on the length of the sentence.

Therefore for a real-time interaction application one of the
APIs is best suited since they both obtained reasonable and
similar results on the MOS test and run relatively fast.

IV. COZMO4RESTO FRAMEWORK IMPLEMENTATION

For this application, the Behavior framework (client) will be
connected with each module corresponding to the current state
using the messaging library ZeroMQ 17 (for other application,
the toolkit allows the use of other messaging systems). The
input and output of each module are in the JSON format
containing three values: the data needed by the module as
input or returned by it as output, the current state and the next
state.

The state machine describing Cozmo’s behavior in the case
of the Cozmo4Resto application is detailed Fig. 6. But, due
to the eNTERFACE workshop’s time constraints, the platform
was evaluated using a simpler application which is described
as follows:

• state listening: A user’s speech is converted into text using
an ASR

• state thinking: keywords are mapped to other words in
a dictionary playing the role of a very simplified dialog
management system.

• state speaking: the words from the dialog management are
sent to a TTS system to be synthesized state listening: the
system goes back to the ASR

The aforementioned is provided to the reader for testing 18.

V. CONCLUSION

In this paper, we report on the advancement in our project,
presenting our goal for an open-source HAI toolkit and its
application in our Cozmo4Resto project. In the future we will
focus on integrating all the modules in a real-time application
and test it in subjective experiments. Finally a generic library
will be released as a first version of our open-source toolkit.

In future works, we will focus on implementing the behavior
described in Fig. 6 by implementing the modules described
previously into the platform. The whole system will then be
tested in subjective evaluations by asking participants to first
interact with Cozmo and then grading different aspects of
the interaction like how well did the agent ”understand” the

17https://zeromq.org/
18https://github.com/kelhad00/hai-toolkit
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Fig. 6. State machine describing Cozmo’s behavior for the Cozmo4Resto
application. ATT: attention state which is linked to modules performing
keyword spotting and sound localization-it is the initial state of the behavior,
PERC: perception state which is linked to modules such as speech recognition
(ASR) and face recognition, DM: the dialog management module which can
also interact with API to harvest data from the web or control Cozmo directly,
RESP: the response state generates a reaction to the user such as synthesized
speech or a generated movement.

requests made by the user, the accuracy of the responses, the
delay between the questions and reactions.

We will use the toolkit to create other HAI applications with
platforms other than Cozmo serving us as agents such as 3D
avatars [6].
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Abstract—Emergency training and planning provide struc-
tured curricula, rule-based action items, and interdisciplinary
collaborative entities to imitate and teach real-life tasks. This
rule-based structure enables the curricula to be transferred into
other systematic learning platforms such as serious games —
games that have additional purposes rather than only entertain-
ment. Serious games aim to educate, cure, and plan several real-
life tasks and circumstances in an interactive, efficient, and user-
friendly way. Although emergency training includes these highly
structured and repetitive action responses, a general framework
to map the training scenarios’ actions, roles, and collaborative
structures to game mechanics and game dialogues, is still not
available. To address this issue, in this study, a scenario-based
game generator, which maps domain-oriented tasks to game
rules and game mechanics, was developed. Also, two serious
games (i.e., Hospital game and BioGarden game) addressing
the training mechanisms of Chemical, Biological, Radiological,
Nuclear, and Explosives (CBRNe) domain, were developed by
both the game developers and the scenario-based game generator
for comparative analysis. The results show that although the
game generator uses higher CPU time, memory usage, and
rendering time, it highly outperforms the game development
pipeline performance of the developers. Thus, this study is an
initial attempt of a game generator which bridges the CBRNe
practitioners and game developers to transform real-life training
scenarios into video games efficiently and quickly.

Index Terms—Serious Games, Game Scenarios, Video Game
Generator, CBRNe, Emergency Training.

I. INTRODUCTION

SERIOUS gaming [1] [2], the umbrella term describing the
video and board games having additional goals rather than

only entertainment, is widely used in several domains such as
health [3], defense [4] [5], and education [6] [7]. CBRNe is
an acronym for Chemical, Biological, Radiological, Nuclear,
and Explosives and recent research on this domain focuses
on personnel training, emergency planning and organizing of
field, tabletop, simulation, and serious gaming exercises for
preparedness [8].

One of the use cases of serious gaming in emergency
planning is on firefighter training. In a study by Heldal [9],
firefighter training was examined by using serious games and
tools. To do so, qualitative questionnaires and observations
on two use cases (i.e., ship evacuation in Baltic Sea and
railway accident with cyanide leakage) were used to analyze
the impacts of serious gaming on non-users. Results showed
that serious games would be useful in emergency training situ-
ations, and in-depth training scenarios and evaluation methods
were necessary.

In another study, Lukosch et al. [10] performed the steps of
the traditional design process with the contributions of the end-
users. The primary purpose of the study was to check if the
simulations could be used to train situational awareness skills,
and the end-users’ participation demonstrated the positive
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impact of using simulations. However, the main limitation of
the study was not having a game-scenario based approach,
and future research would focus on this aspect while creating
virtual agents.

The use of virtual reality simulation was also a common
topic in the literature. Ingrassia et al. [11] focused on testing
and comparing performances of 56 medical students during
mass casualty triage in real-world and virtual reality (VR). The
results showed that VR and live simulation were both useful
in improving the accomplishments of the medical students.
Ragazzoni et al. [12] also focused on VR training’s medical
aspect where the objective was to increase the staff safety in
life-or-death risks. Hybrid simulation for infection control and
Ebola treatment were also successfully performed virtually,
and the results demonstrated that awareness of the health
personnel increased.

Serious gaming in CBRNe has been a recent topic, and
there are some misinterpretations on the definitions and core
concepts, such as the misuse of the words ‘game’ or ‘simula-
tion’. To overcome these misinterpretations, a pre-development
survey was developed [13] to be used before implementing the
serious games of the European Network Of CBRN TraIning
CEnters (eNOTICE) project [14]. In the pre-development sur-
vey, 24 questions were asked to the practitioners and experts of
CBRNe under the following subgroups: 1) Participant’s video
gaming background, 2) Participant’s knowledge on serious
games, and 3) Participant’s expectations on eNOTICE serious
games. Results from 14 CBRNe professionals showed that
the majority of the participants were highly positive on using
serious games in CBRNe and provided open concepts, sug-
gestions, and guidelines to develop serious games for CBRNe
domain [15].

In this study, a scenario-based game generator, which maps
linear real-life scenarios to serious games with training ob-
jectives, was developed. The main focus of this study is the
CBRNe domain, where the roles, tasks, and goals of the par-
ticipants are clearly defined. The main objectives of the games
are as follows: 1) Providing a tool for additional training, 2)
Synergy building, and 3) Transporting a different domain and a
new concept to the CBRNe community. Two of the games that
were developed by both the scenario-based game generator
and by the game developers were based on the real exercises
that were performed during eNOTICE project’s joint activities
in Nimes (France) and Brussels (Belgium). The comparative
analyses regarding CPU usage, rendering, memory usage,
and game development pipeline on the generator-based and
developer-based games were also performed.

II. MATERIALS AND METHODS

In this section, details of the scenario-based game generator
(Figures 1-3), two serious games that were developed by
both the game designers and the game generator, and their
evaluation are explained in detail.

1) Scenario and Task Definitions: The theme of the sce-
nario, active players, location, and interaction mechanisms
were collected in advance from the practitioners. Workflow
and state diagrams were used to create a detailed scenario

Fig. 1. Initial interaction mechanism including Entry and Exit States, a
Stationary Object interacting (i.e., Move, Push, Pull, etc.) and using stationary
objects.

Fig. 2. In an attack scenario, chasing, attacking and interacting use cases are
modeled.

where different roles and entities communicate with each
other. In the beginning, two different CBRNe scenarios that
were based on real practices were mapped to the workflow
and state diagram structures. One of the scenarios is based on
the subset of the BioGarden exercise (i.e., linear version of
the scenario in which the players do not change the flow of
the events), which was held in June 2018 in Belgium as part
of eNOTICE joint activities. The other scenario is based on
the Nimes exercise, which was held in France in January 2018
again as part of eNOTICE joint activities.

Defined scenarios and interaction mechanisms were mapped
to game ideas, linear game stories, and interaction mecha-
nisms. Interaction mechanisms were converted into concrete
tasks and user roles. A generic system, built on top of the
initial scenario definitions, was conceptualized and imple-
mented. Then, the generated system was fine-tuned with goals,
feedback measurements, and score adaptations.

The scenarios of the exercises were designed by different
institutions such as fire departments, research centers, and
hospitals. Thus, breaking the scenarios down into actions
and events was a crucial step so that the game mechanics,
reward mechanisms, and scoring could be systematized. Also,
different roles in the scenarios were assigned to different
player types so that the active role of the player and the role
of non-player characters (NPCs) were defined.

Before starting to implement the Hospital game, a detailed
survey, which was briefly mentioned above, was conducted
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Fig. 3. Fire fighting scenario includes prioritizing the steps, extinguishing the
fire and rescuing the affected people.

on 14 professionals in CBRNe field —7 of them being game
players [15]. The scope and the purposes of the study were as
follows: 1) Learning the user’s gamer profile, 2) Understanding
the user’s perspective on serious games, 3) Retrieving the
expectations of the user, 4) Clarifying the differences between
the video/serious games and simulations, and 5) Asking for
suggestions. The initial results of the survey were positive and
encouraging. The participants’ gamer profiles involved playing
strategy games and multiplayer games to learn new skills and
to relieve stress. After the detailed analysis of the results, a
tutorial mode was added to the initial game prototype.

2) Scenario-Based Game Generator: Scenario-based game
generator is developed in combination with Unity software’s
Animator Controller tool and is composed of four different
components: 1) Main Code, 2) Control Code, 3) Transition
Code, and 4) User Interface. Main Code is where the state
definitions and structures —the definitions of the final conse-
quences of the actions— are initialized. Control Code works
as a mechanism to form and map action methods and their
related states. Transition Code is the link where the game
generator works with Unity’s Animator Controller. Finally,
additional user interface mechanisms such as feedback, scores,
and health points are added and grouped under the User
Interface component (Figure 4).

While developing the scenario-based game generator tool,
the following steps are executed: 1) Creating an environment,
2) Defining state diagrams, 3) Creating animations, 4) Adding
basic artificial intelligence (AI) to states, 5) Resolving player
and NPC interactions and 6) Adding basic AI for interactions.

In this scenario-based game generator, only linear scenarios,
where the decision making of players do not modify the
outcomes of the actions, are implemented. The scenario-
based game generator is used to generate the duplicates of
Hospital and BioGarden games. First, the game scenarios are
tested using simple 3D game objects such as cubes, spheres,
and capsules (Figures 5 and 6). Then, after checking that
the scenario works correctly, initial 3D game objects are
automatically replaced with game assets using tag information
of the assets.

Fig. 4. Structure of the scenario-based game generator.

3) Hospital Game: Hospital Game is based on the Nimes
scenario, which was performed during the eNOTICE joint
activity in January 2018. The main purpose of this scenario
is training medical staff for CBRNe circumstances. In this
game, the player learns taking security measures such as using
gloves, using masks, blocking the entrance of the hospital,
and applying decontamination procedures. Players can play
different roles, such as a doctor, nurse, and secretary. It is
based on a linear scenario, and when the players make wrong
choices, they lose game points (Figures 7 and 8).

This game was developed by a second-year Middle East
Technical University (METU) Multimedia Informatics pro-
gram student and the same game scenario was also given to
the scenario-based game generator. The initial results of both
environments were compared. In both versions of the games,
Quadart’s Hospital Lowply pack [16], which provides several
realistic modular assets, was used.

4) BioGarden Game: BioGarden game is based on the
eNOTICE joint activity, which was played in Belgium in June
2018. Although it had a nonlinear scenario, only linear parts
of the scenario were implemented so that a comparison with
the scenario-based game generator would be possible. In the
scenario, there were different laboratories with different struc-
tures and responsibilities. The role-playing part was composed
of decontamination, role assignment, and evaluation (Figures
9 and 10).

As in the case of the Hospital game, BioGarden game was
developed by a second-year METU Multimedia Informatics
program student, and the same game scenario was also given to
the scenario-based game generator, and the initial results were
compared. In both versions of the games, 3LB Games’ Low
Poly laboratory pack [17], which provides several realistic
models, textures, and diffuse maps, was used.

III. RESULTS

In this section, performance outcomes of the scenario-based
game generator and the two serious games that were developed
by the game developers were compared in terms of CPU
usage, rendering time, memory usage, and game development
pipeline. All the tests were performed on a laptop having Intel
Core i7 9750HQ CPU, 16GB RAM, and NVIDIA GeForce
GTX 1660TI graphics.

Table I and Table II present the comparison on CPU usage
(i.e., game generator’s output vs. developer-based game), Table
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Fig. 5. Initial tests of the scenario-based game generator were performed on
simple game objects.

Fig. 6. Initial tests of the scenario-based game generator were performed on
simple game objects such as cubes and capsules.

Fig. 7. Screenshots from the Hospital game and a demo of Dialogue menu.

III and Table IV on memory usage, and finally, Table V and
Table VI present a comparison using rendering parameters.
The rendering profile used the SetPass Calls, Draw Calls,
Total Batches, Triangles and Vertices as parameters. SetPass
parameter is defined as “the number of rendering passes” [18],
a Draw Call as a “call to the graphics API to draw objects”
[18] and Batch as a “package with data that will be sent to
the GPU” [18] on the Unity’s Renderer Profiler page [18].

It took three weeks to develop and implement the scenario-
based game generator. The most time-consuming part was the
state transitions and handling the outcomes of the actions.
After the game generator was built, it took three and a half
hours to generate the Hospital game and four hours to generate

Fig. 8. Screenshots from the Hospital game and a demo of the interaction
mechanism.

Fig. 9. The interior design of the Clandestine lab from the BioGarden game
and menu interactions.

Fig. 10. The interior design of the Clandestine lab from the BioGarden game.

TABLE I
CPU USAGE OF THE HOSPITAL GAME GENERATED BY THE

SCENARIO-BASED VIDEO GAME GENERATOR VS. HOSPITAL GAME

CPU Usage Hospital (Generator) Hospital Game

CPU 9 ms 4 ms

TABLE II
CPU USAGE OF THE BIOGARDEN GAME GENERATED BY THE

SCENARIO-BASED VIDEO GAME GENERATOR VS. BIOGARDEN GAME

CPU Usage BioGarden (Generator) BioGarden Game

CPU 22.6 ms 8.5 ms

the BioGarden game using the game generator.
The development of the original BioGarden game took 25
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TABLE III
MEMORY USAGE OF THE HOSPITAL GAME GENERATED BY THE

SCENARIO-BASED VIDEO GAME GENERATOR VS. HOSPITAL GAME

Memory Hospital (Generator) Hospital Game

Used Total 1.03 GB 0.45 GB

Reserved Total 1.32 GB 0.63 GB

System Memory Usage 1.96 GB 1.38 GB

TABLE IV
MEMORY USAGE OF THE BIOGARDEN GAME GENERATED BY THE

SCENARIO-BASED VIDEO GAME GENERATOR VS. BIOGARDEN GAME

Memory BioGarden (Generator) BioGarden Game

Used Total 0.62 GB 0.28 GB

Reserved Total 0.92 GB 0.49 GB

System Memory Usage 1.65 GB 1.27 GB

TABLE V
RENDERING RESULTS OF THE HOSPITAL GAME GENERATED BY THE
SCENARIO-BASED VIDEO GAME GENERATOR VS. HOSPITAL GAME

Rendering Hospital (Generator) Hospital Game

SetPass Calls 106 136

Draw Calls 252 298

Total Batches 217 243

Triangles 463.9K 504.9K

Vertices 319.5K 361.1K

TABLE VI
RENDERING RESULTS OF THE BIOGARDEN GAME GENERATED BY THE
SCENARIO-BASED VIDEO GAME GENERATOR VS. BIOGARDEN GAME

Rendering BioGarden (Generator) BioGarden Game

SetPass Calls 1826 2200

Draw Calls 2584 3007

Total Batches 2584 3007

Triangles 3.1M 3.2M

Vertices 2.3M 2.4M

days in total: one week for the scenario clarification and role
assignment; one week for the text-based decision mechanisms,
nine days to finish the user interface and menus and two days
to add the assets to the game.

The original Hospital game was first refactored from the
initial prototype, which took one week. Then, it took another
two weeks adapting the new scenario, merging different game
modes, and dialogue generation.

IV. DISCUSSION

In this study, real-life exercise scenarios of two eNOTICE
joint activities were developed by game developers as well as a
scenario-based game generator —developed during this study.
All the frameworks used the same scenario-to-game mechanics
mapping. All four versions of the games (i.e., developed by
the game developer vs. generated by the game generator) were
compared in terms of CPU usage, memory usage, rendering,
and game development timeline perspectives. Scenario-based
game generator’s CPU usage, memory usage, and rendering
time were higher when compared with the developer-based

games. The reason for the game generator’s higher resource
usage was the complex structure of the scenario-based game
generator, tag search, and communication with the Unity’s
Animator Controller.

The rendering performance results of both versions of the
games were very similar because the working principle of the
game generator was not dependent on the visual contents of
the games. Although the game generator used higher memory,
CPU, and rendering time, its game development timeline
efficiency highly outperformed the game developers (i.e., four
hours vs. three weeks). This is a highly promising outcome
that will enable further exercise scenarios to be mapped into
games in a short period of time. This outcome can benefit
the practitioners in two ways: 1) Visualizing the action-state
diagrams of the exercise so that they can see the flaws or
unassigned roles of their exercises, and 2) Having a rapid
game prototype which becomes a fast, interactive testbed and
training tool.

The proposed game generator framework will be extended
using state machines so that nonlinear scenarios can also be
generated quickly. Also, use case scenarios will be adapted to
VR environments [19]. The players will interact with their
surroundings in the VR environment, achieve their goals,
interact with other users and receive feedback regarding the
success of their outcomes, which will enable us to build a
detailed training environment where training scenarios can
easily be modified and played in two different settings: on
computers and using VR headsets. All the game versions (i.e.,
developer-based and game generator-based) will be played
by the users, and a comparative analysis will be performed.
Finally, the performance, technology acceptance, immersion,
and usability outcomes of the proposed system will be tested
on participants and practitioners. Besides collecting game-
related parameters such as interaction time and score, standard
questionnaires on usability [20] and technology acceptance
model [21] will also be applied to users. This tool will also
be used to develop new prototype games for the future joint
activities of the eNOTICE project till 2022.

V. CONCLUSION

In this study, a scenario-based video game generator, which
targets the scenarios in CBRNe domain, was developed. This
initial version of the game generator used linear scenarios that
were based on the joint activities of the eNOTICE project.
The effectiveness of the game generator was tested in com-
parison with two serious games, which were developed by the
game developers. Even though the performance of the game
generator lacked on the rendering, memory usage, and CPU
usage aspects, it highly outperformed the game development
pipeline of the game developers. This is a promising result that
will enable the practitioners to visualize their scenarios while
also generating prototype games rapidly so that the training
of CBRNe personnel will be enriched. This current version
of the game generator will be improved with usability tests,
adaptation to VR and feedback of the CBRNe personnel so
that an end-to-end and easy-to-use serious game generator for
the CBRNe field will be provided.
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Zeliha Oğuz Zeliha Oğuz is a second-year psy-
chology student at Bilkent University. She has been
working at Bilkent University’s National Magnetic
Resonance Research Center (UMRAM) as a re-
search assistant. The research is about understanding
gene-environment interactions by using neuroimag-
ing, genetic and psychological analysis and multi-
media arts.
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Abstract—Editing and manipulating graph-based models
within immersive environments is largely unexplored and certain
design activities could benefit from using those technologies. For
example, in the case study of architectural modelling, the 3D
context of Virtual Reality naturally matches the intended output
product, i.e. a 3D architectural geometry. Since both the state
of the art and the state of the practice are lacking, we explore
the field of VR-based interactive modelling, and provide insights
as to how to implement proper interactions in that context, with
broadly available devices. We consequently produce several open-
source software prototypes for manipulating graph-based models
in VR.

Index Terms—Human Computer Interaction, Virtual Reality,
3D User Interface, Graph Editing, Graph-Based Models, Inter-
active Modelling, Parametric Modelling.

I. INTRODUCTION

The overall goal of this eNTERFACE’19 project is to
explore multi-modal interactions for manipulating graph-based
models, i.e. visual models whose basic structure can be
represented in the form of graphs, in Virtual Reality (VR).
To approach the problem with different views, our team is
composed of people with different backgrounds (computer sci-
ence, computer engineering, architectural design and cognitive
science).

We chose to work on architectural design as a case study,
more specifically on parametric modelling. Recent work [1]
has enabled “mesh streaming” from Grasshopper1, a popular
parametric modelling tool, to Virtual Reality, and identified
benefits or visualising a geometry in such a context.

When designing with Grasshopper, an architect works in a
visual programming language that relies on models based on
directed acyclic graphs (DAGs), as an underlying representa-
tion. In such a graph, edges contain either standard parameters
(e.g. numbers, booleans) or geometries that nodes process in
order to output other geometries. The generated result can then
flow into the graph and be used as input for other nodes. A
complete architectural model can be designed that way, with
the intended final geometry being typically output by a sink
node. Figure 1 depicts such a DAG for a simple parametric
model, whose purpose is to draw a cube defined by 2 corner
points, P1 at the origin and P2 at (4, 4, 4) (since the same “side
length” parameter is used for all 3 additions). The resulting

1https://www.grasshopper3d.com

geometry (the output of the sink node i.e. “Box”) is shown on
the side of that figure.

While [1] allows the user to modify parameter values within
the VR environment, we here enable full editing of the graph-
based model i.e. users can add, remove or move nodes, and
add or remove edges from it. The resulting changes to the
model can be saved back to the original Grasshopper-specific
format, thanks to a framework that was developed prior to the
workshop.

Although our work focuses on such architecture-oriented
models, (most of) our findings will apply to other contexts
where working within a VR environment makes sense and
where graph-based modelling is required. The interaction
techniques we rely on are not even limited to DAG-based
models, and examples of application domains include software
engineering (e.g. several types of UML diagrams), transporta-
tion network design, robotics (e.g. path planning) and the
entertainment industry (e.g. scene graphs for games, animation
design). These fields are, at least potentially, dealing with 3D
content and could therefore benefit from an immersive design
environment, that matches the content’s dimensionality (e.g.
visualising a 3D animation in VR while designing it from the
same immersive environment, seems beneficial).

II. RELATED WORK

A. Context of the case study: architectural modelling

Architectural design tools evolved over the course of the
discipline’s history. While paper drawings and scale models
are still relevant today, they are now accompanied by 2D and
3D modelling software, with limited support for Augmented
Reality (AR) and Virtual Reality (VR). Regardless of the exact
tools in use, design activities tend to follow a well-defined
process that goes from task analysis to the final product.
Howard et al. described such a process [2] by combining
literature reviews on both engineering design and cognitive
psychology. They describe a creative design process composed
of four steps, as depicted in Figure 2. After analysing the
needs for the task in hand, a designer works on creating
(often multiple) conceptual designs. Based on a concept, the
designer then builds up a structure (i.e. shapes the abstract
concept into a concrete design) in the embodiment phase. As
indicated by the arrows in that figure, it is quite common to go
back and forth between those three steps. Once satisfied with
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(a) Graph (b) Geometry

Fig. 1. DAG (a) for a simple parametric model defining a cube, with the corresponding output geometry (b).

the result, the designer polishes the geometry and produces
communication documents for physically building the model.

Most tools that attempts to bring AR/VR technologies in
use for architectural modelling focus on the visualisation part
and typically provide limited (e.g. texture switching) live
editing features (or none at all) that would allow the VR
user to modify the geometry whilst immersed into the virtual
environment. Examples of such tools include IrisVR Prospect2

and Twinmotion3. There have been several efforts to provide
annotation and sketching capabilities in a VR context, some
of which were targeted at architectural design activities (e.g.
[3] that relies on a tablet to control a 3D cursor used for
sketching), but those are “only” conceptual design activities.

More recently, the MARUI plugin4 has enabled users to
modify models directly within a VR environment, therefore
tackling the problem of bringing embodiment/detailed design
activities into VR. While this clearly appears to be a big step
towards the technology’s integration for modelling activities,
it does not currently offer parametric modelling capabilities.

In order to fill that void, the work we previously mentioned
[1] describes a proof-of-concept application that enables pa-
rameter sharing in addition to geometry streaming. This means
that an architect can interact with the parametric model’s
parameter values and see what the resulting effect is on the
geometry, all from within the VR environment. Although this
is a good starting point, there is a clear need to expand the
tool’s capabilities with full model (graph) editing.

B. 3D programming languages

Numerous 3D programming languages for virtual 3D envi-
ronments have been designed, most of which rely on three-
dimensional dataflow diagrams to define programs. Examples
from the early 90s include CUBE/CUBE-II [4][5], a functional
language, and Lingua Graphica [6], who translates from/to
C++ code.

While the previous examples were indeed designed with
virtual environments in mind, they were never adapted to
immersive displays (e.g. VR). On the other hand, Steed
and Slater implemented an immersive system [4] that allows
users to define object behaviours whilst immersed, once again
through dataflow graphs. The system could be used to design

2https://irisvr.com/prospect/
3https://www.unrealengine.com/en-US/twinmotion
4https://www.marui-plugin.com

animations or interactive applications, that conveniently also
took place within the virtual environment.

More recently but with similar goals in mind, Lee et al.
developed an Augmented Reality (AR) system [5] to define the
behaviour of scene objects for AR applications. Once again,
being able to develop and test a target application concurrently
was pointed out as a clear benefit.

Since architectural geometries are three-dimensional, we
believe designing them from within a VR system would be
beneficial to the architect. Even though we therefore are in a
3D context, parametric models (the graphs) are usually two-
dimensional, at least that is how they are laid out in the most
popular desktop-based applications. While we also want to
explore solutions to capitalise on the third dimension offered
by VR environments, we will do so in a limited fashion (e.g.
use a node’s height to indicate how close it is to the sink)
rather than turning the parametric models into “unconstrained”
3D graphs. Indeed, our VR-based system relies on a table
metaphor (i.e. the model to be manipulated is placed on
a virtual table) to maintain some consistency with desktop
tools. We decided to use this metaphor in order to follow the
Information Visualisation community’s advice on not making
use of unmotivated 3D layouts [6].

C. Interaction techniques for 3D environments

1) Direct manipulation: Interacting efficiently within a 3D
immersive environment is likely to require input methods that
differ from the traditional mouse and keyboard combination.
Manipulation can be subdivided into 4 tasks: selection, posi-
tioning, rotation and scaling [7]. While a complete modelling
environment needs to afford proper interaction mechanisms
for all of these tasks, we will focus here on selection and
positioning, the primary needs for our case study.

One way of categorising immersive interaction techniques is
based on isomorphism: isomorphic approaches will preserve a
natural one-to-one mapping between input actions and their
resulting effect, whereas non-isomorphic techniques afford
non-realistic interactions and can even be based on “magical”
or “virtual” tools. Quite often, these techniques either rely on
a touching metaphor a pointing metaphor.

As for touch-based techniques, the user must reach the
target object’s position to interact with it. An isomorphic
example of such a technique would be to track a physical
controller with six degrees of freedom and map its position
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Fig. 2. The creative design process as described by Howard et al. [2].

and orientation to a virtual cursor, so that interaction with
an object can be achieved by pressing a button when the
virtual cursor collides with the target object. When the tracking
zone is limited in space compared to the “interactable” area,
non-isomorphic mappings are typically used to mitigate these
limitations. Examples include the Go-Go [8] and PRISM [9]
techniques, that both rely on non-linear mappings between the
cursor and the tracked objects’ motions.

The pointing metaphor allows to mitigate space-related
limitations, since aiming at an object is sufficient to start
interacting with it. Similarly, the user can reposition that object
by pointing towards a target position. Typically, a tracked
controller’s position and orientation defines a “laser beam” that
is used to select and manipulate objects. Techniques based on
that metaphor differ in how the position and orientation of
the controller affect the laser beam, and which object(s) are
selected based on it. The simplest version is often called ray-
casting, where the controller defines a line segment and its
intersection with the environment defines the target object or
position. More complex techniques allow users to bend the line
(e.g. using Bzier curves [10]) to mitigate limitations related to
occlusion, or make use of selection volumes instead of simple
rays, which can result in easier selection and can potentially
allow multiple objects to be selected. The selection volume
size can be static (e.g. the spotlight technique [11] that relies
on a selection cone) or dynamic (e.g. the aperture technique
[12] that expands on spotlight by allowing users to control the
spread angle of the cone).

2) Speech Recognition: In addition to the aforementioned
interaction techniques, specific actions can be greatly simpli-
fied by relying on speech recognition. Since specifying an
arbitrary position or selecting an existing object is easily done
with a pointing metaphor, speech recognisers are often used
in a multimodal context when applied to 3D selections or
manipulations (e.g. the “Put-That-There” metaphor [13]).

A plethora of speech recognition tools and techniques are
available for use. Some can be used offline whereas others
are based on an online service; they can either listen to
the user in a continuous manner or await specific actions
(e.g. a button press or an API call). An important distinction
between speech engines is whether (and how much) they
restrict potential input. Free speech recognisers can output any
text whereas directed dialogue [14] systems are limited to a set
of predefined words or commands. Directed approaches can
mostly be found in two forms: keyword-spotting solution that
extract specific words; and grammar-based tools that produce
phrases defined by specific rules.

Our use case would benefit from vocal commands such as

“Add component X” or “Add slider with value 7”, to create
new (potentially valued) nodes in the graph. Even though
free speech and keyword-based approaches could be used for
that purpose, they would not guarantee that a valid output is
returned by the speech recogniser and would require manual
parsing of that output (which sequences of words or keywords
are valid, and what action they correspond to). Grammar-based
engines therefore seem to be the best option as only valid vocal
commands, with regards to the grammar, can be recognised.
The challenge therefore moves from post-processing the result
to correctly defining the rules of the grammar. The remaining
of this section will consequently present the Speech Recogni-
tion Grammar Specification (SRGS). This is a W3C standard5

that describes a grammar format. Similarly to the grammars
from compiler theory, a SRGS grammar describes a set of
rules composed of tokens, using either an XML or a BNF-
based (Backus-Naur Format) syntax.

SRGS grammars can be augmented with Semantic Inter-
pretation for Speech Recognition (SISR6) tags that contain
ECMAScript (JavaScript) code to be executed when the cor-
responding grammar rule is matched. Those tags are typically
used to assign values to a matched rule (e.g. a boolean value
can be set to true when the matched text is “yes”, “ok”
or “yeah”), especially when handling numbers (e.g. saying
“three” assigns the value 3 to the variable outValue; and
saying “thousands” multiplies outValue by 1000).

III. TARGETED ACTIONS AND INTERACTION POSSIBILITIES

The two basic elements of a parametric design graph are
nodes and edges, with each node containing any number of
input and/or output ports. In order to interact with the graph
and in addition to the ability to modify parameter values, a
user should be able to add, move and remove nodes. User
should also be capable of adding and removing edges as well
as moving and scaling the viewpoint. By viewpoint, we mean
the part of the graph that is currently visible to the designer.

Considering the devices we have at our disposal for this
workshop (HTC Vive and its controllers7, Leap Motion8 and
Kinect9), Figure I helps in visualising the exploration space
i.e. which interaction techniques are, were or can be used to
realise those actions. That table implies that we classify these
interaction techniques based on the modality they rely on and
whether they interact with the target object directly.

5https://www.w3.org/TR/speech-grammar/#S1
6https://www.w3.org/TR/semantic-interpretation/
7https://www.vive.com/us/product/vive-virtual-reality-system/
8https://www.leapmotion.com/
9https://developer.microsoft.com/en-us/windows/kinect
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TABLE I
TARGETED ACTIONS AND OPTIONS FOR INTERACTION TECHNIQUES.

Actions

Techniques Modality Interaction type

6-DoF controller Hands Speech Direct Indirect Isomorphic Non-isomorphic

Node
Add P1 P2 P1 P1, P2 P1, P2 P1, P2 P2

Remove P1 P2 P1, P2 P1, P2 P2

Move P1 P2 P1, P2 P1, P2 P2

Edge
Add P1 P2 P1, P2 P1, P2 P2

Remove P1 P2 P1, P2 P1, P2 P2

A. First prototype: Vive controllers

Our first prototype (P1 on Table I) relies on the default
controllers provided with the HTC Vive. They are tracked
with 6 degrees of freedom (DoF), meaning that their 3D
position and rotation are both tracked simultaneously. For
this prototype, we chose to explore an isomorphic interaction
technique based on the grasping metaphor: the user simply
touches the element he wants to have an interaction on, and
presses a button to trigger the corresponding action. Figure 3
shows a user that is about to grasp a node in P1.

If that element is an edge, we simply remove it from the
graph. If it is a node, we attach it to the controller (that type
of interaction is often referred to as the grasping metaphor).
The user can then either release it somewhere else on the
graph (realising the “move node” action) or throw it away
(“remove node” action). In order to add an edge to the graph,
the user simply has to select two ports. After selecting the
first port and prior to selecting the second one, a temporary
line between the selected port and the controller is rendered
so as to give feedback to the user on the port that has been
interacted with. Note that adding an edge is prevented if that
edge would create a cycle in the graph (since Grasshopper can
only work with acyclic graphs).

A video demonstrating this prototype is available online10

and our codebase is hosted as open-source software on a
GitHub repository11.

B. Second prototype: Leap Motion

The goal of the second prototype (P2 on Table I) is to
mimic the isomorphic techniques from P1 and explore non-
isomorphic and indirect interaction with the Leap motion
finger-tracking device. The sensor is composed of different
cameras that give it the ability to scan the space above its
surface, up to 60 cm away from the device.

In order to manipulate and control the basic elements of
the graph-based model, we rely on gestures. Captured gestures
determine what type of action to apply to these elements. We
first started by recognising and categorising gestures captured
from the Leap Motion, in real time. Events we recognise
include “hover”, “contact” and “grasp” but we also can rely on
a non-isomorphic gesture: “pointing” (using raycasting). Each

10http://informatique.umons.ac.be/staff/Coppens.Adrien/?video=
eNTERFACE2019

11https://github.com/qdrien/eNTERFACE-graph-architecture

Fig. 3. A user grasping a node with our first prototype.

of these events/gestures can be detected separately for both
left and right hands, simultaneously.

Unfortunately, P2’s codebase and assets were not compati-
ble with the framework developed for the workshop, and we
consequently could not integrate the explored techniques into
a fully working prototype.

C. Speech recognition

Since our prototypes are made with the Unity game engine,
we can benefit from its built-in support for the Windows
Speech Recognition API, that includes an XML-based SRGS
grammar recogniser. We therefore defined a grammar that
handles node creation. A user can indeed add a new node
in the graph by saying “Add Component type”, where
type is the node type. The list of valid node types for the
grammar is dynamically generated at runtime, based on the
component templates previously learned by the system (e.g.
upon encountering a new component type when loading a
model from a file).

Since we sometimes need to assign a value to a newly
added component (e.g. “Add slider with value 7”), we also
need to recognise numbers. Alphanumeric input in grammars
is nontrivial [15] but we relied on an existing set of rules
provided in the Microsoft Speech Platform SDK12.

Lastly, as users may want to assign an arbitrary text value to
a node (e.g. a panel component), we had to make use of a free
speech recogniser, that starts listening to user input only when
specific grammar rules have been processed. In the meantime,
the grammar recognition engine is paused, and it only resumes
when the user stops providing free speech input.

12https://www.microsoft.com/en-us/download/details.aspx?id=27226

ENTERFACE’19, JULY 8TH - AUGUST 2ND, ANKARA, TURKEY 29



ENTERFACE’19, JULY 8TH - AUGUST 2ND, ANKARA, TURKEY 5

IV. EVALUATION

A. Setup

To evaluate our prototypes, we will develop different scenar-
ios that focus on fundamental features of the system (e.g. add a
certain type of node or remove a specific edge). After an intro-
duction to VR to limit biases related to (un)familiarity with the
technology, we will ask participants to go through equivalent
scenarios with our VR prototypes and question them during the
session to obtain live feedback (i.e. interview/demo approach
[16]).

We will also ask participants to evaluate the usability of
the system after each session, with a standard post-hoc ques-
tionnaire [16] SUS (System Usability Scale [17]). Combining
these complimentary methods will allow us to benefit both
from a deep level of live feedback and an overall evaluation
of the system.

B. Evaluation Criterion

Different indicators of usability will be evaluated:
a) Completion time for a specific task: A different input

method may perform better on a particular subset of actions,
and we therefore need to make sure that proper interaction
techniques are available.

b) Error rate: Quick completion only makes sense when
the result matches the intended effect, so we will keep track
of errors made during the experiments (e.g. the wrong edge
has been deleted).

c) Intuitiveness: Thanks to the aforementioned SUS
questionnaire, we will be able to measure how easy it is for
users to guess what actions will produce the intended result.
Should difficulties be identified, we will take corrective actions
so as to reduce the “Gulf of Execution” [7].

V. FUTURE WORK

Since P2 could not be integrated, we will have to pursue
our efforts with regards to other interaction techniques before
evaluating the prototypes as described in section IV, with
architects and architectural students. We will also adapt our
work to other use cases in Software Engineering (e.g. UML
diagram editing) in the near future, so as to validate the
genericity of our approach.

VI. CONCLUSION

After an introduction to the chosen use case’s context, this
report described our work on parametric modelling in VR,
with a focus on the Human-Computer Interaction aspects and
a multimodal approach. Even though we focused on a specific
use case (parametric architectural modelling), we believe our
experiments and findings are beneficial for all graph-based
modelling activities in VR. More contributions to the domain
are needed to fully take advantage of VR as a visualisation
technology.
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Burak Mandıra (1,∗), Dersu Giritlioğlu (1,∗), Selim Fırat Yılmaz (2,∗), Can Ufuk Ertenli (3,∗),
Berhan Faruk Akgür (4), Merve Kınıklıoğlu (4), Aslı Gül Kurt (4), Merve Nur Doğanlı (5), Emre Mutlu (6),
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Abstract—Analysis of personality traits is a common study
of interest for various fields including psychology, psychiatry,
and neuroscience. In the recent years, with the improvements in
computing power, it has also become a popular area of study
in computer science. Recent machine learning and computer
vision models are able to interpret behavioral cues, such as,
facial expressions, gaze, posture, gesture, voice, and speech to
analyze observable personality traits. Yet, accessible assessment
tools are still substandard for practical use, not to mention
the need for fast, accurate and reliable methods for such
analyses to evaluate personality traits. In this study, we present
spatio-temporal and multimodal approaches to estimate the Big
Five personality traits from audio-visual cues and transcribed
speech. Furthermore, developing a robust desktop application,
we automate the data acquisition, and collect a new audio-visual
database, namely Bilkent Personality Database, for the task of
personality analysis. In contrast to available databases in the
literature, Bilkent Personality Database includes video recordings
of induced behavior in addition to speech videos. As well as
systematically assessing the reliability of different behavioral
modalities on Bilkent Personality and ChaLearn LAP First
Impressions databases, we evaluate the discriminative power
of induced behavior for personality analysis. Our experimental
results show that the induced behavior indeed includes signs of
personality.

Index Terms—Big-Five, Personality traits, Personality trait
analysis, Machine Learning, Computer vision, Multimodal fusion,
Facial expression dynamics, Gaze, Gesture, Pose, Speech

I. INTRODUCTION

PERSONALITY traits have been widely studied by psy-
chologists and psychiatrists. Various theories and meth-

ods have been proposed to determine personality traits of
individuals. Among many other personality analysis theories,

∗These authors contributed equally.

TABLE I
ASSOCIATED ADJECTIVES FOR THE FIVE PERSONALITY TRAITS

Factor Adjectives

Agreeableness(AGR) Appreciative, Forgiving, Generous,
Kind, Sympathetic

Conscientiousness (CON) Efficient, Organized, Planful
Reliable, Responsible, Thorough

Extraversion (EXT) Active, Assertive, Energetic,
Enthusiastic, Outgoing, Talkative

Neuroticism (NEU) Anxious, Self-pitying, Tense,
Touchy, Unstable, Worrying

Openness to Experience (OPE) Artistic, Curious, Imaginative,
Insightful, Original, Wide Interests

trait-based ones are widely accepted [1]. According to Gold-
berg [2], the model consists of five independent traits, namely,
openness to experience (people who are curious to experience
new things and imaginative), conscientiousness (people who
are dutiful and self-disciplined), extraversion (people who are
gregarious and active), agreeableness (people who are tolerant
and trusting), neuroticism (people who tend to notice threaten-
ing factors in non-threatening situations and are emotionally
unstable). McCrae and John provide empirical and theoretical
foundations of the Five Factor model: It integrates various
personality constructs; it is comprehensive (provides a way
of systematic exploration of the relations between personality
and other phenomena) and it is efficient (providing a global
description of personality with as few as five scores) [1].
Table I demonstrates some example adjectives for each of
these traits.
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These traits are mainly associated with cognition, affect, and
behavior, such as Conscientiousness being dominated more by
behaviour, Neuroticism by negative affect alongside these kind
of behaviours, Extraversion by both affective and behavioral,
and lastly Openness and Agreeableness by cognitions [3].
[3] suggests that certain personality traits are more visible
to eye than some. In this sense, traits as extraversion, con-
scientiousness or neuroticism would be more apparent as we
observe an individual at first sight. Effect of the Big Five
traits on emotions have been studied [4], yet, there is limited
to none research that investigates possible models for finding
implications of these traits. Therefore, in this study, optimal
solution is to design a computational model that can accurately
identify implications of certain traits and use such certain
marks of these traits in further annotations to validate each
other.

Earlier studies have repeatedly demonstrated that the per-
sonality traits affect clinical features, prognosis and treatment
response of certain mental disorders such as depression [5],
personality disorders [6], post traumatic stress [7], substance
use, and addiction [8] as well as psychotic spectrum disorders
[9]. Even though evaluation of personality traits holds high
potential to be effectively used in clinical settings for the
management of certain disorders, this is hampered by certain
aspects of current evaluation methods like requirement of spe-
cific training for application and interpretation, employment
of extra personnel, and high time expenditure [10]. Therefore,
automated reliable computerized methods for personality trait
assessment could potentially overcome such limitations and in-
crease their utilization, enabling better management of mental
disorders.

In this study, as well as using an existing database, we
construct/collect a new one. Furthermore, we develop methods
employing deep architectures to analyze audio-visual cues in
the videos also with the help of the transcribed speech. The
contributions of this study can be listed as follows:

• A new audio-visual database for personality analysis is
collected, including 60 subjects.

• We present spatiotemporal models for the estimation of
personality traits from multimodal cues.

• We systematically evaluate the reliability of several be-
havioral modalities for personality analysis.

• We analyze the relation between self-reported and ob-
served (by experts) personality traits.

• Our results suggest that the induced behavior includes
signs/cues of personality.

II. RELATED WORK

For the analysis of personality traits, there are mainly four
modalities that researchers focus on: image-based, text-based,
combination of image and text, and audio-visual modalities.
Some researchers also combine audio, image and transcription
of speech. In this section, we will overview such recent studies.

Cucurull et al. [11] build a combined image-and-text based
personality trait model, where they use a dataset collected from
Instagram. They investigate whether there exists a correlation
between the images that users post based on accompanying

text and the Big Five personality traits. For data collection,
they chose 22 words for each personality trait, and acquire
images according to those words. About 1,100 images are
selected for each word, which results in 121,000 images for
training the model. They simplify the problem as a binary clas-
sification problem such that for each trait they classify subjects
as being low or high, where they use multinomial logistic loss.
They also propose all-in-one network that combines these five
classifiers together and evaluate it for different loss functions.
They employ Alexnet and ResNet-50 as feature extractors that
are pre-trained on ImageNet. Their best model is ResNet all-
in-one that achieves a classification accuracy of 71.9%.

In contrast to [11], Segalin et al. [12] use images that users
liked. The problem is defined as a binary classification task,
where authors distinguish between high and low classes by
defining thresholds with quartiles. They also employ ImageNet
pretrained AlexNet and VGG16 models, and fine-tune their
parameters according to PsychoFlickr corpus. Their model
achieves about 53% self-assessed and 60-70% attributed accu-
racy depending on the target trait. Their best model (VGG16)
achieves an average accuracy of 55% on self-assessed traits
and 68% on attributed traits.

Wei et al. [13] has won the first round of 2016 Looking at
People (LAP) ECCV Challenge on the First Impressions track,
which aims to recognize apparent personality traits from 15-
second videos based on the Big Five personality traits. Along
with the scores of personality traits, dataset also includes job-
interview assessments that represents the possibility of getting
an invitation to a job interview. Authors use the first version
of the First Impressions dataset [14], that consists of 10,000
clips extracted from more than 3,000 different YouTube high-
definition (HD) videos of people facing a camera and speaking
in English, to train and test their models. Authors propose
Deep Bimodal Regression framework. There are separate mod-
els for image and audio features where they merge them via
late fusion. They propose DAN+, an extension to Descriptor
Aggregation Networks, that utilizes max and average pooling
at two different layers of the CNN and concatenating the
normalized values before feeding them to dense layers. They
also fine tune the pretrained VGG-Face and ResNet networks.
When it comes to their architecture for modeling voice,
they employ log filter bank (logfbank) features and a single
fully-connected layer with sigmoid activations. They fuse all
models’ features at the end to create an ensemble model and
achieve 0.9130 mean score (one minus mean absolute error
(MAE) loss) over five traits. However, the main disadvantage
of their model is that it do not fully exploit the temporal
information since about 100 images are extracted from each
video by a sampling rate of 6 frames per second.

While Wei et al. [13] has won 2016 LAP Challenge on the
first round at ECCV, Gurpinar et al. [15] has won the second
round of the same challenge at ICPR. The method proposed
in [15], utilizes audio, video, and scene features. It achieves
0.913 mean score (1− MAE) for the five traits.

[16] presents the state of the art on First Impressions
v2 dataset [14]. This model has won the ChaLearn 2017
Looking at People (LAP) CVPR/IJCNN Competition with
being the only submission that surpasses the baselines. The
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baseline models of the challenge include language, sensory
(audio and image) and their combined modalities. Highest
average scores achieved (in terms of 1 − MAE) for sensory,
language-based, and combined modalities are 0.9109, 0.8867,
and 0.9118 (for the five traits), respectively. These models use
ResNet-18 for sensory modalities with the late fusion which
is the concatenation of their latent features after the global
average pooling layers of the models. The baseline method
for the language modality uses an embedding that represents
transcripts as 4800-dimensional mean skip-thought vectors.
[16] represents language (i.e., transcripts), audio, and visual
data as described in [15], where they use various features from
action units, deep facial features, Local Gabor Binary Patterns
from Three Orthogonal Planes (LGBP-TOP) to deep scene and
acoustic features. The main difference between [15] and [16]
is that Escalante et al. [16] first combine the modalities at
feature level, and stacking the predictions of sub-systems to
an ensemble of decision trees, obtaining an average score of
0.9172 for the five traits.

III. METHODOLOGY

To model and estimate the level of (observed) personality
traits, we employ several methods on different modalities
including facial appearance, action units, head pose & gaze,
body pose, voice, and transcribed speech. Observed scores
for each trait (normalized to [0, 1] range) are used as labels.
Details of modeling each of these modalities will be described
in the following sections.

A. Facial Appearance

1) Face Normalization: As the first step of analyzing facial
appearance, we detect/track 68 landmarks on facial boundary
(17 points), eyes & eyebrows (22 points), nose (9 points),
and mouth (20 points) regions in the videos using a state-
of-the-art tracker , namely OpenFace [17] (see 1). Once the
facial landmarks are obtained, facial image in each frame of
the videos are normalized in terms of translation, rotation and
scale to obtain frontal view of the faces.

The tracked 2D coordinates of the landmarks are first
normalized by removing the global rigid transformations such
as translation, rotation and scale. To shape-normalize facial
texture, each face image is warped using piecewise linear
warping so as to transform the X and Y coordinates of
the detected landmarks onto those of normalized landmarks.
Obtained images are then scaled and cropped around the facial
boundary and eyebrows as shown in Fig. 2. As a result, each
normalized face image has a resolution of 224 × 224 pixels.
Notice that the deformations in the facial surface can better be
interpreted since the normalized faces are directly comparable
in a pixel-to-pixel manner.

2) Modeling: Once the normalized facial videos are ob-
tained, we model the spatio-temporal patterns using two dif-
ferent deep architectures, namely by the 3D ResNext-101 [18]
and by a Convolutional Neural Network, Gated Recurrent Unit
combination (CNN-GRU).

Since our input is a facial video, our aim is to capture
both facial appearance and facial dynamics. To this end,

Fig. 1. Visualization of the facial landmarks, gaze direction, and head pose
obtained from OpenFace.

(a) (b)
Fig. 2. (a) A sample frame, and (b) its face-normalized version.

we opt for employing a CNN-based architecture that also
takes into account the dynamics between the frames through
spatio-temporal kernels. Therefore, we first use 3D ResNext
model to utilize temporality thoroughly. The novelty of the
ResNeXt architecture [18] is the introduction of cardinality
concept, which is a different dimension from deeper and
wider. ResNeXt block introduces group convolutions (whose
numbers are called cardinality), which divide the feature maps
into small groups different than the original ResNet [19]
bottleneck block. Xie et al. [18] shows that increasing the
cardinality of 2D architectures is more effective than using
wider or deeper architectures.

To model normalized facial videos, we fine-tune
3D ResNext-101 [20], which is pretrained on Kinetics
dataset [21], starting from the third block (our preliminary
experiments have shown that fine-tuning the third block is
better than fine-tuning the fourth). We use random temporal
sampling of 45 frames (RTS-45), which corresponds to 1.5
seconds, during training, and non-overlapping sliding window
of the same size during test and validation. Window size
is chosen among the values [30, 45, 60] through validation
error. Finally, the last fully connected layer of the network is
replaced with a linear regression layer and L1 loss is utilized.

CNN-GRU is employed as a second spatio-temporal deep
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Fig. 3. CNN-GRU architecture, followed by a regression layer.

architecture for modeling facial videos. It is widely used [22],
[23] in the literature, as it can model the spatial relations
via CNN and temporal relations via the recurrent network at
the same time. In our implementation, as shown in Fig. 3,
AlextNet is used as the CNN module by connecting its FC7 to
the GRU structure. In this way, 4096D spatial representation
of facial images is fed to the temporal model. As the final
layer linear regression with L1 loss is employed. The obtained
model is trained in an end-to-end manner. We initiate the
training from the pretrained weights of the original AlexNet,
in order to accelerate the process and start from an effective
set of parameters.

During training, average mean absolute error of the five
traits is minimized for both 3D ResNext-101 and CNN-GRU
models.

B. Facial Action Units and Head Pose & Gaze

1) Feature Extraction: To obtain measures for facial shape,
displayed facial action units (AU), head pose, and gaze, we
process the videos using OpenFace [17] as visualized in
Fig. 1. In order to describe facial action units, we use the
18 AU occurrence and 17 AU intensity features provided
by OpenFace. While the binary occurrence features indicate
the presence of AU1, AU2, AU4, AU5, AU6, AU7, AU9,
AU10, AU12, AU14, AU15, AU17, AU20, AU23, AU25,
AU26, AU28, and AU45, the intensity features (in the range
of [0,5]) represent the intensity of the aforementioned AUs
except AU28 (lip sucking).

To represent head pose, 3 degrees of out-of-plane rigid head
rotations (i.e., pitch, yaw, and roll) in radians, and the 3D
location of the head with respect to camera in millimeters are
used. Finally, for describing the gaze, we employ the 3D gaze
directions for both left and right eyes (yielding six feature
values) together with the 2D coordinates of 28 eye landmarks
for each eye (yielding 112 feature values). Then head pose and
gaze features are concatenated, to be used as the representation
of the head pose & gaze.

Obtained frame-level feature vector of each of these modal-
ities can be used as a time step in temporal models. In other

words, each video can be represented by the multivariate time
series of the aforementioned modality-specific feature vectors.

2) Modeling: The action unit and head pose & gaze
features are modeled using two different models such as
Long- and Short-term Time-series Network (LSTNet) [24]
and Recurrent Convolutional Neural Networks (RCNN) [25],
which combines the benefits of Long Short-Term Memory
(LSTM) with CNN. Average mean absolute error of the five
traits is minimized to train the models.

LSTNet model used in this study is a modified version of
the original architecture [24]. We opt for LSTNet since the
literature indicates that it achieves significantly better perfor-
mance than various other time series models [24]. LSTNet
extracts short term patterns and local dependencies via convo-
lution through temporal dimension. The output of convolution
layer is fed to the recurrent layer and the recurrent-skip layer.
In recurrent and recurrent-skip layers, Gated Recurrent Unit
(GRU) is used. Normally, GRU fails to capture very long-term
dependencies due to gradient vanishing. Recurrent-skip layer
captures long term and periodical information by processing
the sequence with N skips, where a recurrent layer processes
consecutive inputs with 1 skip-length. Then the output of
recurrent and recurrent-skip layers concatenated and fed into
the linear layer. We set the skip-length parameter to the number
of frames per second. We apply dropout with a rate of 0.2 after
convolution, recurrent, and recurrent-skip layers. The hidden
dimension of convolution and recurrent layers are chosen as
100. In contrast to [24], we do not use the autoregressive
component of LSTNet. We also do not use the tanh activation
function at output since our target problem is regression. We
train the network through optimizing the L1 loss via Adam
optimizer with a learning rate of 0.001.

RCNN has been proposed in [25] for text classification. It
uses Bidirectional Long Short Term Memory (BiLSTM) net-
works followed by max-pooling through temporal dimension.
The output of the max-pooling layer is fed to the linear layer.
Our RCNN’s recurrent module consists of two BiLSTM layers.
We set the dimension of all hidden layers of both backward
and forward LSTMs as 256. Hidden dimension of linear output
layer is set to 64.

C. Body Pose
We process the input videos using OpenPose [26] to track

25 landmark points on the joints (e.g., wrist and elbow), neck,
and face as shown in Fig. 4. Obtained 2D coordinates of these
landmarks are used as posture features to represent the general
pose and structure of subjects’ body, e.g. how they sit and
move while answering questions and watching videos. Notice
that apart from other visual features, this is the only modality
where we focus not on the face, but the body/posture of the
participant. 50-dimensional body features are then modeled
with LSTNet as described in Section III-B2 so as to minimize
the average mean absolute error of the five traits.

D. Voice
To represent the characteristics of voice, we compute a

34-dimensional feature vector from audio data of videos, in-
cluding Mel Frequency Cepstral Coefficients, Chroma vector,
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Fig. 4. The tracked body landmarks by OpenPose.

energy and entropy related features using pyAudioAnalysis
framework [27]. Voice features are extracted for each 50
milliseconds of videos. Consequently, these features form the
multivariate time series for describing the voice. Details of
the feature extraction process can be found in [27]. Obtained
features are modeled by LSTNet architecture (as described in
Section III-B2) by minimizing the average mean absolute error
of the five traits.

E. Transcribed Speech

Recent studies, e.g., [15] and [16], show that the use of
language as an additional modality, improves the performance
of estimating personality traits. In order to model language-
based cues for personality analysis, we first transcribe the
subjects’ speech in videos using Google’s Speech to Text
API [28]. Since there may be more than one language spoken
in the database, language is automatically detected. To make
our model generalizable, an embedding obtained by a large
corpora is used. We employ pytorch-transformers’ implemen-
tation [29] of pretrained multilingual BERT model [30] to
generate embeddings for each token in the transcripts. Notice
that a multilingual model is essential since there may be more
than one language in the database.

BERT model is applied to the whole transcript of each
video, separately. BERT model infers the embeddings of
each word in the transcript considering its context. Flow of
our transcribed speech model can be seen in Fig. 5. BERT
embeddings are used as input features to our model. For our
multitask regression task, we use LSTNet (for details please
see Section III-B2). Similar to the modeling of aforementioned
modalities, average mean absolute error of the five traits is
minimized during training.

IV. DATABASES

In our experiments, we employ two databases, namely
Bilkent Personality Database, a new personality database that
has been collected during this study, and the ChaLearn LAP

Fig. 5. Flow of modeling the transcribed speech.

First Impressions Database [14]. Below, these databases will
described in detail.

A. Bilkent Personality Database

One of the goals of this study is to investigate whether the
personality traits can be estimated from induced audio-visual
behavioral characteristics. To this end, we have video-recorded
participants while they watch a set of videos, where each video
has been chosen to be associated with one of the Big Five
personality traits. In addition, we have recorded their answers
to three questions. Bilkent Personality Database (BilPeD)
includes recordings of 60 participants (37 females, 23 males)
while they answer three questions, and watching 15 video
clips: three video clips for inducing behavioral cues of each of
openness, conscientiousness, extraversion, agreeableness, and
neuroticism. The database includes self-assessed and observed
scores for each the five traits.

To minimize the differences between sessions so as to
obtain similar experience for different participants, we have
developed and used a computer software rather than employing
an interviewer during the data collection. However, before
beginning the data collection, we have informed each par-
ticipant about the experiment and the use of our software.
After that the whole experiment and the data acquisition have
been conducted automatically. Following sections will provide
further details of BilPeD.

1) Data Acquisition: The software allows participants to
choose their preferred language, either English or Turkish.
Once a participant choose his/her preferred language, the
software show three videos. In each video, a psychologist
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Fig. 6. Recording setup. Positioning of the right-front side, left-rear side, and
frontal cameras.

ask a question (in the preferred language). The first question
asks demographic information of the participant. The second
question is about an experience of the participant while having
an activity last time which he/she likes. In this way, the
participant could specifically talk about a memory without
thinking much on a certain one. The last question is about
a time that the participant had solved a problem with his/her
close other and how they managed it. After watching each
question video, the participant is given 60 seconds to answer
the corresponding question, with a 15 seconds countdown at
the end in order to remind the remaining time. Then the video
for the following question starts playing.

Once the participant completes answering the questions,
he/she moves on to the second part of the experiment. In this
part, to induce behavioral cues of personality traits, the soft-
ware shows a set of video clips for approximately 15 minutes
in total, including three videos for each of the five traits (15
videos in total). Duration of the videos varies approximately 30
to 60 seconds to obtain a proper response from the participant.
Please notice that a large set of video clips have been chosen
(by a consensus of three psychologists) in order to induce
each of the five personality traits, and the software randomly
chooses three videos from the corresponding set of videos for
each participant.

The software records participants via three cameras. A
Logitech C920 webcam is used as a frontal camera to record
the facial expressions (which is attached to the monitor).
Two wall mount cameras record the participants from right-

front and left-rear sides (with respect to the participant) to
obtain pose and gesture information. The recording setup and
sample frames captured by these three cameras can be seen in
Fig. 6 and Fig. 7, respectively. While frontal videos have been
captured with a resolution of 1920× 1080 pixels at 30 frames
per second, side-view videos have a resolution of 1280× 720
pixels at 25 frames per second. Audio has been recorded with
a sampling rate of 44100 Hz.

In the final stage of the experiment, the participants are
asked to complete two ten-item questionnaires on seven-point
scale, namely, ”Ten Item Personality Inventory” (TIPI) and
a questionnaire on close relationships (”Experiences in Close
Relationships Inventory-Revised”).

All the aforementioned steps of the experiment is handled
by our software through an easy to use graphical user interface
where the only focus is the monitor during the experiment, free
of any other distractions.

2) Choosing Video Clips to Elicit Behavioral Cues: Picking
the correct video that would tap into a specific personality
trait is crucial, which might provoke a behavioral mechanism
we may catch on. To this end, we investigate the traits and
their prominent properties. Many descriptions of Big Five
personality traits were used in defining which type of video
clips we could pick.

For openness, we have chosen to focus on the curiosity
and intellect aspect of this trait, since they would be easier
to express. Recent studies suggest that openness is related to
being a multicultural person, who tends to oversee the racial
and ethnic differences of other people [31]. Therefore, we have
decided to pick videos that includes activities, where partici-
pants presumably would not encounter on daily basis. Such
videos would clearly display different cultures or religions
(e.g. extreme sports, clips on different religions praying and
their rituals).

For conscientiousness, we have picked videos that would
show people’s differences on academic performances and
being diligent in each and every manner [32] (e.g. two students
preparing for their exam: hardworking versus lazy).

For extraversion, we have deduced that individuals who
have less fun interacting with others, would also be the
ones that are introverts. Since individuals who have higher
levels of extraversion tend to be more expressive, we assume
that getting a reaction/response based on approval would be
easier [33]. So, we have used clips that involve high physical
stimulation in other people’s presence (e.g. dance parties,
performing to a crowd).

For agreeableness, we have chosen to focus on the social
aspect on this trait. Therefore, we have decided to pick videos
that would emphasize harmony with others [34]. Thus, we
have used videos that include interpersonal encounters that
is either harmonious with others or not (e.g. apologizing,
disagreeing to anything without any logical basis).

For neuroticism, we have employed video clips that would
look and make individuals feel like something bad is going
to happen, inducing the disturbed thought processes of partic-
ipants without actually making them feel that way. Therefore,
if the corresponding participant is high on neuroticism contin-
uum, he/she would expect something bad would happen more
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(a)

(b)

(c)

Fig. 7. Sample frames obtained from (a) the right-front side, (b) left-rear
side, and (c) frontal cameras.

than others (e.g. a house burning, glass falling down from
a table without a reason). In this sense, we expect people
to behave in a certain way when viewing these videos. Yet,
[33] suggests that people that are high on neuroticism tend
to be less expressive on their affect. So, it might be difficult
to catch those expressions if the corresponding participant has
high scores on neuroticism. As explained before, an introvert
might be overwhelmed by over stimulation factors contained in
the videos, whereas an extrovert might express positive affect
with showing behaviors of blending in (e.g. bopping head to an
upbeat song). We especially picked some scenes from movies
and real life events for neuroticism that might trigger one’s
negative affect to further provoke disturbed thoughts.

3) Annotation: Obtained video recordings of participants
were evaluated by three different psychologists in terms of
personality traits. The psychologists discussed each personality
trait of each participant until they achieved a 100% consensus
on the final score. Participants’ postures and facial expressions
while they were watching the aforementioned video clips (e.g.
their reactions/responses) were accounted for annotating the
personality traits. Personality trait levels of the participants
were annotated based on the relation/correlation between their
responses and the target trait of the corresponding video.
Seven-point scale was used for the annotation of the scores
(1: very low; 7: very high).

For Openness trait, smiling and engagement with the video
(more saccadic eye-movement without negative viewing) were
pursued in individuals who are high in Openness. On the
contrary, disgust-like facial responses were treated as low
Openness. For Conscientiousness, high scores were given
if the participants become disturbed after individuals being
messy with their environments. If the participant shows en-
gagement with the opposite type of behavior, he/she was
rated low on Conscientiousness. For Extraversion, we again
looked for engagement with the extrovert behaviors in the
video clips. Other than this, we also looked for tapping of
foot or swinging with the music when giving high scores.
As opposed to these reactions, participants who gave disgust-
like reactions or show discomfort were given low rating on
Extraversion. For Agreeableness, we have expected individuals
with high Agreeableness to remain calm while are shown
an individual who is low on this trait. Others, who were
showing discomfort, were rated low on this trait. Finally, for
Neuroticism, individuals who were watching the video clips
with significant amount of discomfort (e.g. squinting eyes,
leaning back, etc.) even though scenes did not show any
discomforting image, were rated high on Neuroticism.

If a participant did not show any signs of being in any given
side of the spectrum of reactions while watching the (inducing)
video clips, score for him/her was rated as 4 (neutral). If a
participant showed any leaning to one side of the spectrum
slightly, score for him/her was rated as 3 or 5 accordingly.
If the participant showed considerable reaction (e.g. clearly
displaying a certain response to the video), we rated his/her
score as 2 or 6. Any extreme case of these spectra of behaviors
was rated as 1 or 7, accordingly.

4) Data Partitions: As described above, BilPeD has record-
ings for durations of speaking (question answering) and for
durations of watching video clips to induce cues of personality
traits. These partitions of our database will be referred to as
BilPeD-Interview and BilPeD-Induction, respectively, in the
remainder of the paper. The interview partition includes 180
sessions (60 participants × 3 questions), and the induction
partition has 180 sessions for the induction of each trait,
yielding 540 sessions in total (60 participants × 3 inducing
videos for each trait × 5 traits). Notice that there are three
synchronized videos, namely one frontal, and two side views,
for each session.
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B. ChaLearn LAP First Impressions Database

ChaLearn LAP First Impressions Database (FID) [14] con-
tains 10,000 videos, splitted to training (6,000 videos), val-
idation (2,000 videos) and test (2,000 videos) subsets. The
subjects in the videos are looking at the camera and speaking
in English, with varying environmental conditions. These
videos are extracted from 3,000 different YouTube videos and
labeled via Mechanical Turk, where the annotators rate the
personality scores of each subject in terms of Big Five Traits,
according to their movements, gestures, voice and appearance.

V. EXPERIMENTAL RESULTS

A. Experimental Setup

In our experiments, two databases are used, i.e., Bilkent
Personality Database (BilPeD) and the ChaLearn LAP First
Impressions Database (FID). For the experiments on BilPeD,
a 10-fold cross-validation scheme is used with randomly
selected folds, ensuring that each subject appears only in
one fold. In this way, we guarantee that there is no subject
overlap between the training, validation and test sets. Random
selection of the subjects to form the folds is processed once,
and the obtained folds are used in all experiments for the
sake of comparisons. In our experiments on FID, we the
predefined training, validation and test sets of FID are used.
Hyperparameters of the models are optimized on the validation
set. Test results are reported in terms of mean absolute error
(MAE). Notice that seven-point scale scores for each trait is
normalized to the range of [0, 1] in our experiments. Therefore,
presented MAEs are also in the range of [0, 1].

B. Observed versus Self-assessed Personality Scores

One of our goals in this study is to analyze and reveal the
relations between the observed (expert-annotated) and self-
assessed personality scores. To this end, we compute the
distributions (histograms) of the observed and self-assessed
scores for 60 participants in BilPeD, as shown in Fig. 8. Mean
and variance of scores for each trait are also computed and
reported in Table II. As the obtained results suggest, subjects
tend to rate the traits, which are more socially desirable (e.g.
traits that are perceived positive), higher than the observed
scores. On the other hand, participants assess traits, which are
less socially desirable, lower than observers do. This social
desirability effect can especially be seen in the openness
and the neuroticism. Participants overrate their openness by
39% and underrate their neuroticism by 22% compared to the
observed scores.

In psychology research on personality traits, self-reported
scores of an individual (e.g., TIPI scores) generally used
more often than the observations, since they are fast and easy
to collect and apply. However, people’s ideas on their own
personality and the manifestations of them may not always
be coherent. As the results suggest, people tend to express
themselves in a more socially desirable fashion in self-reports.
Therefore, they may see themselves in a better way. For
instance, although some individuals may score themselves
high on openness, they may display contradicting behavioral

TABLE II
MEAN AND VARIANCE OF SELF-ASSESSED AND OBSERVED SCORES FOR

THE FIVE PERSONALITY TRAITS OF 60 PARTICIPANTS IN BILPED.

Type AGR CON EXT NEU OPE

Mean
Self-assessed 0.643 0.671 0.615 0.479 0.722
Observed 0.594 0.614 0.567 0.608 0.517

Variance
Self-assessed 1.667 1.837 2.392 2.139 1.206
Observed 1.012 0.816 1.440 1.494 1.523

TABLE III
MEAN ABSOLUTE ERRORS FOR THE USE FACIAL APPEARANCE.

* DENOTES FINETUNING ON BILPED-INTERVIEW WITH AN
INITIALIZATION USING WEIGHTS THAT ARE LEARNED ON FID.

Database Model AGR CON EXT NEU OPE AVG

FID
3D-ResNext 0.085 0.089 0.088 0.091 0.085 0.088

CNN-GRU 0.097 0.105 0.101 0.102 0.101 0.101

BilPeD-
Interview

3D-ResNext 0.169 0.129 0.217 0.181 0.196 0.179

3D-ResNext* 0.153 0.109 0.186 0.163 0.176 0.158

CNN-GRU 0.175 0.173 0.205 0.204 0.201 0.192

CNN-GRU* 0.138 0.123 0.169 0.162 0.189 0.156

characteristics (e.g. squinting eyes, showing disgust-like fa-
cial expressions) in response to the videos that are linked
with openness. Similarly, one may do the opposite for less
socially desirable traits (e.g. neuroticism). Therefore, these
biases should be taken into consideration in self-report scales.
Based on these findings, the observed scores will used as
data labels (for computational models) in the remainder of
our experiments.

C. Assessment of Different Modalities

In this set of experiments, we evaluate the reliability of
different modalities such as the facial appearance, facial action
units, head pose & gaze, body pose, voice, and transcribed
speech on BilPeD-Interview and FID for assessing the levels
of personality traits. While results on FID are obtained using
models that are trained on FID (training set), two set of
test results are provided for BilPeD-Interview: (i) training on
BilPeD-Interview, (ii) finetuning on BilPeD-Interview with an
initialization using weights that are learned on FID. Notice that
the sample size of BilPeD-Interview is significantly lower than
that of FID.

As indicated in Section IV-A, each session of BilPeD
includes three videos recorded from different views. For the
evaluation of body pose modality on BilPeD-Interview, we
use the right-front side videos, yet, in all other experiments
on BilPeD, frontal videos are employed.

1) Facial Appearance: As described in Section III-A, we
employ two different architectures, i.e., 3D ResNext-101 (3D-
ResNext) and CNN-GRU, for modeling facial appearance.
Both of these models are evaluated on BilPeD-Interview and
FID, and obtained MAE results are given in Table III. On FID,
CNN-GRU architecture provides an avearage MAE of 0.0101,
reaching the baseline results provided in [16]. On the other
hand, 3D ResNext-101 provides the most promising results on
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Fig. 8. Histograms of the observed and self-assessed scores for the five personality traits of 60 participants in BilPeD.

TABLE IV
MEAN ABSOLUTE ERRORS FOR THE USE OF FACIAL ACTION UNITS AND

HEAD POSE & GAZE ON FID.

Model Features AGR CON EXT NEU OPE AVG

LSTNet
Facial AU 0.103 0.117 0.110 0.107 0.108 0.108

Head Pose & Gaze 0.107 0.125 0.122 0.123 0.119 0.119

RCNN
Facial AU 0.102 0.116 0.102 0.109 0.104 0.106

Head Pose & Gaze 0.109 0.127 0.124 0.124 0.119 0.121

FID with an average MAE of 0.088. Notice that the state-of-
the-art method [16] (empoying facial appearance, voice, and
transcribed speech) on FID provides an MAE of 0.083, where
the visual baseline MAE in [16] is only 0.096. Success of
the 3D ResNext-101 on FID may rely on the 3D temporal
convolutions.

While the lowest average MAE (0.156) on BilPeD-Interview
is achieved using pretrained version of CNN-GRU, its MAE
without pretraining is 1.3% (absolute) higher than that of 3D
ResNext-101. Our results also show that pretraining on FID for
BilPeD-Interview is useful although the structure of databases
are different. Notice that FID has recordings extracted mostly
from YouTube video blogs, while BilPeD-Interview includes
recordings of answers to some questions. This finding can
be explained by the fact that BilPeD-Interview is a relatively
small database. Lastly, obtained MAEs for BilPeD are signifi-
cantly higher than those of FID. This may suggest that during
answering questions, facial cues of personality would be less
visible compared to expression characteristics displayed in
video blogs.

2) Facial Action Units and Head Pose & Gaze: In this
experiment, we first assess the reliability of using facial action
units and head pose & gaze on FID. Mean absolute errors of
LSTNet and RCNN models on FID are given in Table IV. As
shown by the results, MAEs for the use of action units through
LSTNet and RCNN models are 0.108 and 0.106, respectively.
Yet, the use of head pose & gaze performs 13% (absolute)
worse on average than using facial action units. Consequently,
on BilPeD-Interview we evaluate only the use of action units
with an without a pretraining on FID.

TABLE V
MEAN ABSOLUTE ERRORS FOR THE USE OF FACIAL ACTION UNITS ON

BILPED-INTERVIEW. * DENOTES PRETRAINING ON FID.

Model AGR CON EXT NEU OPE AVG
LSTNet 0.170 0.163 0.205 0.188 0.194 0.184

LSTNet* 0.18 0.155 0.190 0.208 0.221 0.190

RCNN 0.221 0.205 0.220 0.216 0.218 0.216

RCNN* 0.149 0.125 0.172 0.174 0.183 0.161

TABLE VI
MEAN ABSOLUTE ERRORS FOR THE USE OF BODY POSE ON

BILPED-INTERVIEW.

Model AGR CON EXT NEU OPE AVG

LSTNet 0.159 0.168 0.182 0.202 0.178 0.178

As shown in Table V, the lowest MAE (0.161) on BilPeD-
Interview using action units is obtained through RCNN model
with a pretraining on FID. On the other hand, LSTNet ar-
chitecture provides a 3.2% (absolute) lower MAE compared
to RCNN if a pretraining on FID is not employed. Interest-
ingly, enabling pretraining on FID reduces the performance of
LSTNet by 0.6% (absolute) for this task.

3) Body Pose: For the evaluation of using body pose
for estimating personality traits, only BilPeD-Interview is
employed since the videos in FID do not show the whole
body of subjects. To this end, we use the videos recorded
from the right-front side in our experiment. Table VI shows
that the use of body pose performs slightly better than random
guess when used alone. Yet, with a large amount of data and
powerful fusion strategies, body pose information would be
expected to be useful.

4) Voice: The use of voice for modeling personality traits
through LSTNet is evaluated on FID and BilPeD-Interview.
As shown in Table VII, an average MAE of 0.12 is achieved
on FID. On BilPeD-Interview, the obtained MAEs are lower
than that of using facial action units and body pose, yet,
significantly higher compared to the MAE on FID. Lastly,
the LSTNet model pretrained on FID performs better for the
voice modality.
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TABLE VII
MEAN ABSOLUTE ERRORS FOR THE USE OF VOICE. * DENOTES

PRETRAINING ON FID.

Database Model AGR CON EXT NEU OPE AVG
FID LSTNet 0.108 0.126 0.123 0.124 0.118 0.120

LSTNet 0.176 0.141 0.200 0.177 0.196 0.178

LSTNet* 0.153 0.139 0.172 0.184 0.184 0.167

TABLE VIII
MEAN ABSOLUTE ERRORS FOR THE USE OF TRANSCRIBED SPEECH.

* DENOTES PRETRAINING ON FID.

Dataset Model AGR CON EXT NEU OPE AVG
FID LSTNet 0.103 0.117 0.121 0.117 0.113 0.114

LSTNet 0.158 0.150 0.189 0.184 0.198 0.176

LSTNet* 0.153 0.135 0.168 0.169 0.176 0.160

5) Transcribed Speech: In this experiment, we assess the
discriminative power of transcribed speech for estimating
personality traits. For a fair comparison, the speech in both
BilPeD-Interview and FID videos are automatically tran-
scribed using Google’s Speech to Text API [28] as indicated
in Section III-E. Next, the extracted transcriptions are used for
language processing. Since, BilPeD-Interview has recordings
in two languages, i.e., English and Turkish, multilingual em-
bedding models are used in our experiment (both for BilPeD
and FID).

As shown in Table VIII, the use of transcribed speech
performs with an MAE of 0.114 on FID. MAEs obtained
on BilPeD-Interview are 0.160 and 0.176, with and without
a pretraining on FID, respectively. One of the reasons behind
the MAE gap between FID and BilPeD-Interview may be due
to the difference between the durations of their recordings.
While each recording in FID is about 15 seconds, BilPeD-
Interview has samples of about 60 seconds.

D. Combined Use of Modalities

In this study, we systematically evaluate the reliability of
several modalities for the estimation of personality traits. In
this experiment, we aim to find the most informative set of
modalities through a high-level fusion strategy. To this end,
we concatenate the predicted (regression) scores of the big five
traits for each of the modalities to be included in the fusion.
These score vectors are then modeled by a Linear Support
Vector Machines Regressor (LSVR). For estimating each of
the five traits, a separate LSVR model is employed. In this
manner, the use of all possible combinations of facial appear-
ance, facial action unit, body pose (only for BilPeD-Interview),
voice, and transcribed speech modalities are evaluated in terms
of MAE. To obtain the initial/unimodal personality scores,
the following models are used: 3D-ResNext and CNN-GRU
for facial appearance, LSTNet for facial action units, voice,
transcribed speech, and body pose. For training models on
BilPeD-Interview, FID pretraining is utilized except for body

pose modality. This is due to the fact that FID videos display
only the upper body. Next, based on the resulting average
MAE scores, we find the best performing (providing the
minimum MAE) set of modalities on each of FID and BilPeD.

Our results show that the combination of facial appearance
with CNN-GRU, facial appearance with 3D-ResNext, action
units, and transcribed speech performs best on FID with an
average MAE of 0.085. This is a 3.4% relative improvement
over the sole use of the best performing modality, i.e., facial
appearance (3D-ResNext) on FID. The worst performance on
FID is observed for the combined use of voice and transcribed
speech with an average MAE of 0.114. On BilPeD-Interview,
the most reliable combination is found as facial appearance
with CNN-GRU and transcribed speech, providing an average
MAE of 0.149. This means a 4.5% relative improvement
over the sole use of the best performing modality, i.e., facial
appearance (CNN-GRU) on BilPeD-Interview. Interestingly,
the combination of all modalities perform worst on BilPeD-
Interview (with an average MAE of 0.172).

E. Analysis of Induced Behavior

Assessment of personality traits from induced behavior is
one of the main goals of this study. To this end, as described
in Section IV-A we have recorded 60 subjects while they are
watching short video clips, referred to as BilPeD-Induction.
Each of these video clips targets inducing the behavioral cues
of (at least) one of the five personality traits. To this end,
we employed five sets of video clips, namely for inducing
openness, conscientiousness, extraversion, agreeableness, and
neuroticism. In this way, we have formed five subsets in
BilPeD-Induction, such as recordings during watching the
aforementioned sets of inducing clips. Consequently, we aim
to evaluate the use of induced behavior for estimating person-
ality traits.

In the experiment, the sole use of facial appearance is
utilized on BilPeD-Induction, since the results of our previous
experiments suggest that the facial appearance is the most
reliable modality for the analysis of personality. To this end,
we employ both 3D ResNext-101 (3D-ResNext) and CNN-
GRU models. Training of each model on BilPeD is initiated
using weights that are learned on FID. A separate test is
conducted for each of the five subsets (based on the induced
traits).

As shown in Table IX, the minimum average MAE (0.153)
is achieved using CNN-GRU. 3D-ResNext performs slightly
worse with an average MAE of 0.155. Interestingly, except
for conscientiousness and extraversion, the best performances
are not achieved on the target (induced) traits. On the other
hand, obtained results on BilPeD-Induction is slightly but
consistently better than those on BilPeD-Interview (using
facial appearance modality). This finding suggests that induced
behavior through video clips indeed contains cues of per-
sonality traits. The most reliable predictions are obtained for
conscientiousness both on FID and BilPeD-Interview, where
the worst results are for openness. This may suggest that the
visual cues of openness are more subtle and they a higher
variance than those of other personality traits. Yet, further
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TABLE IX
MEAN ABSOLUTE ERRORS FOR THE USE OF FACIAL APPEARANCE ON
BILPED-INDUCTION. * DENOTES FINETUNING ON BILPED WITH AN

INITIALIZATION USING WEIGHTS THAT ARE LEARNED ON FID.

Model
Induced MAE

Trait AGR CON EXT NEU OPE AVG

3D-ResNext*

AGR 0.145 0.113 0.168 0.166 0.184 0.155

CON 0.147 0.117 0.171 0.167 0.179 0.156

EXT 0.150 0.111 0.164 0.161 0.184 0.154

NEU 0.151 0.122 0.165 0.157 0.172 0.154

OPE 0.153 0.114 0.175 0.162 0.184 0.157

AVG 0.149 0.115 0.169 0.163 0.181 0.155

CNN-GRU*

AGR 0.132 0.118 0.153 0.179 0.178 0.152

CON 0.127 0.113 0.153 0.176 0.176 0.149

EXT 0.136 0.117 0.153 0.169 0.179 0.151

NEU 0.132 0.131 0.162 0.173 0.179 0.156

OPE 0.144 0.117 0.171 0.180 0.182 0.159

AVG 0.134 0.119 0.158 0.175 0.179 0.153

analysis is required for a more reliable interpretation of these
findings.

VI. CONCLUSION

In this study, we have developed and presented spatio-
temporal models that automatically assess the level of the Big
Five personality traits (i.e., agreeableness, conscientiousness,
extraversion, neuroticism, and openness), from different be-
havioral modalities such as facial appearance, facial action
units, head pose & gaze, body pose, voice, and transcribed
speech. State-of-the-art deep architectures have been utilized
to this end. For a detailed analysis of personality, we have
collected Bilkent Personality Database that consists of speech
and induced behavior recordings of 60 participants. Each
session in the database has three videos acquired from frontal,
right-front side, and left-rear side cameras. In addition, Bilkent
Personality Database includes both self-assessed and observed
scores for each of the Big Five personality traits.

Using the developed methods, we have systematically eval-
uated the discriminative power of aforementioned modalities
for the assessment of personality on two different databases,
namely on Bilkent Personality and ChaLearn LAP First Im-
pressions databases. In our experiments, facial appearance has
been found to be the most reliable modality for personality
analysis. The best performing combinations of behavioral
modalities have also been analyzed. As well as providing
baseline results on Bilkent Personality Database, we have
reached the state-of-the-art results for ChaLearn LAP First
Impressions Database. Based on our extensive experiments,
we present new findings such that: (1) Induced behavior
can display cues of personality; (2) People tend to express
themselves as more socially desirable in their self-reports,
when compared with the observed ones.
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Abstract— Job openings are getting scarce, as the number of  
applicants are increasing. Evaluation of job interviews is a serious 
burden for the human resource departments. Automatic 
evaluation of candidates applying for jobs is an important domain 
open for improvement. Evaluation of applicant videos from social 
signals is possible but may not be enough to determine candidates’ 
suitability for jobs that require social stress. The interview itself is 
a social stressor, as widely known from the Trier social stress test. 
In this study we aimed to aid the candidate evaluation process, 
based on physiological signals collected from the facial area. More 
specifically, we tried to determine the pleasantness of video strips 
of an applicant based on the EMG, SCR, pupil and HR signals. A 
simple binary kNN classifier was able to determine the 
pleasantness with an accuracy of 73%.  

Index Terms— Pleasantness, Pupil dilation, EMG, Skin 
conductance, Interview 

I. INTRODUCTION 
HE collaboration between humans and machines is 
increasing. Unfortunately, the potential role of social stress 

in human-machine interaction is not investigated much, even in  
 
laboratory settings [1]. Social stress can be studied through 
three mechanisms: 1) The perceived stress by the human 2) The 
quantified stress of the human based on psychophysiological 
signals 3) The performance of the human [1]. Among these 
mechanisms, only the second one allows for automatic 
quantification of emotions during social stress. The Trier social 
stress test [2], which has been replicated reliably, focuses on the 
negative aspects of an interview situation, while several 
physiological measurements are collected from the participants 
invasively through blood samples and cortisol levels.  

 
 

 
This work was supported in part by TUBITAK EEAG division (project no 

117E650). 

 
In this project, our objective is to collect and annotate multi-

modal data in a laboratory setting that mimics an interview. Our 
main purpose is not to predict the stress, but to identify how 
pleasant the participant’s interview is, considering the bodily 
responses during this stressful situation. Pleasantness and 
performance of a candidate could have been estimated through 
social signals or speech features as well. However, the scope of 
our study is limited with only psychopyhsiological features 
derived from pupil dilation, EMG, heart rate and skin 
conductance (SCR), mainly because we wanted to evaluate the 
potential of these measurements. Such automatic quantification 
might be beneficial for objective evaluation of the candidates 
and alleviate the workload of human resource management.  

During stressful situations, the physiological changes 
initiated by the autonomous nervous system (ANS) are 
reviewed in detail in [3]. The pleasantness and arousal axes of 
the emotions are reflected differentially in body physiology [4]. 
More specifically, pupil dilation and skin conductance are 
linked to arousal, and EMG and heart rate are linked to valence 
(i.e. pleasantness). However there also exists a mild quadratic 
relationship between arousal and valence [4].  

In this study, we aim to develop specific hardware to collect 
physiological data from the facial area and annotate this data 
using specific software. Annotations will be carried out using 
simultaneously collected video and speech of the participants 
as ground truth for pleasantness. Annotated data is needed to be 
used as a guide in supervised classification of the pleasantness 
of the participant’s interview. The proof of concept will be 
shown separately for each measurement via a simple supervised 
classifier, and fusion of the will be left to future work. 

 

Preliminary Results in Evaluating the 
Pleasantness of an Interviewing Candidate  

Based on Psychophysiological Signals  
Didem Gökçay (1), Fikret Arı (2), Bilgin Avenoğlu (3), Fatih İleri (1), Ekin Can Erkuş (4), Merve Balık (5), 

Anıl B. Delikaya (1), Atıl İlerialkan (1), Hüseyin Hacıhabiboğlu (1) 
 

(1) Informatics Institute, Middle East Technical University, Ankara, Turkey 
(2) Department of Electrical Engineering, Ankara University, Ankara, Turkey 

(3) Department of Computer Engineering, TED University, Ankara, Turkey 
(4) Department of Biomedical Engineering, Middle East Technical University, Ankara, Turkey 

(5) Department of Psychology, Middle East Technical University, Ankara, Turkey 
didemgokcay@gmail.com, Fikret.Ari@eng.ankara.edu.tr, bilgin.avenoglu@tedu.edu.tr, 

fatihileri@windowslive.com, eerkus@metu.edu.tr, merve.balik@metu.edu.tr,  

anilberkdelikaya@gmail.com, atililerialkan@gmail.com, hhuseyin@metu.edu.tr 

 

T 

ENTERFACE’19, JULY 8TH - AUGUST 2ND, ANKARA, TURKEY 45

mailto:Fikret.Ari@eng.ankara.edu.tr
mailto:bilgin.avenoglu@tedu.edu.tr
mailto:fatihileri@windowslive.com
mailto:merve.balik@metu.edu.tr
mailto:anilberkdelikaya@gmail.com
mailto:atililerialkan@gmail.com
mailto:hhuseyin@metu.edu.tr


ENTERFACE’19, JULY 8TH - AUGUST 2ND, ANKARA, TURKEY 2 

 
Fig. 1. Diagram of the candidate evaluation system during an interview 

II. METHODS 
The block diagram of the system used in this study is provided 
in Fig. 1. A mock interview is held with several legitimate 
questions, for which the participants’ video, audio and bodily 
responses are recorded in the data collection phase. Then a data 
processing phase, consisting of three steps us run. First of all, 
the physiological signals are preprocessed to remove noise. 
Then, simultaneously captured video and audio are studied by 
two independent people to annotate pleasant and unpleasant 
segments. Finally, first level statistical features of each 
annotated segment are extracted separately from each 
physiological signal as features to be used in classification. At 
last, classification is done. A separate supervised classifier is 
trained and tested for each bodily signal to identify whether the 
interview was pelasent or not. 

A. Data Collection 

1) Hardware 

In order to collect data from several sensors (infrared camera 
for pupil dilation, electromyography sensors for muscle 
movement, skin conductance response for sweating, heart beat 
sensor for heart rate) we used two electronic development 
boards. Synchronization is not a trivial issue. We had two 
problems with synchronization. First, the boards should be set 
with the same time stamp when the data collection begins. 
Second, time drift should be avoided. Drift is possible when the 
clocks of the boards are not executed in a synchronized manner 
especially for long periods of time. According to a study [5], 
almost 600 ms time drift is possible for a period of ten seconds. 
To avoid these problems we used two Raspberry Pi boards with 
a mutual clock. One board collected physiology data, the other 
collected video and audio data from a single HDMI camera. The 
time resolution of the sensors are as follows: Pupil diameter: 33 
Hz, EMG (envelope) 30 Hz, SCR: 50 Hz, HR: 1.66 Hz. Sensor 
placement is as shown in Fig.2.  
2) Participants 

‘Candidates’ are selected among friends and volunteering 

colleagues attending the eNTERFACE ’19 workshop. Only 

very limited pilot data is collected to solidify the experimental 

design for an ethical board application in the future. 

 
 

 

 
 
Fig. 2.  Wearable hardware components to collect psychophysiological changes 
while the participant answers interview questions 
 
3) Procedure 

A mock interview is held with 5 basic questions that are 
asked routinely in a typical job application interview (eg. 
‘Please introduce yourself’, ‘What position would you like to 

hold in this company within the next 5 years?’, ‘What important 

characteristics do you have, which makes you stand out from 

the crowd of other applicants?’… etc). When the candidates 
arrived, they are administered surveys regarding their current 
mood (PANAS), their depression level (BDI), and their anxiety 
level (STAI). After these surveys, the participants received the 
questions in print, and given time to think about their answers. 
The participants are allowed to take notes about their answers 
on note cards. Then they were fitted with the wearable sensors 
and camera. The experiment lasted approximately 20 minutes. 
During the debriefing, the participants were questioned 
informally about their stress level and how they performed. 

B. Data processing 

Signal processing and annotation are done on separate data 
streams, one on physiological data, the other on video/audio 
data. 
1) Signal Processing and Feature Extraction 

 Each signal is preprocessed separately for noise removal 

and normalization. The pupil data is processed according to the 

steps described in [6], which involved interpolation for eye-

blinks, as well as moving average and moving median filters for 

smoothing. The EMG data is not preprocessed, because the 

sensors returned the envelope of the data, which was already 

preprocessed. Each participant has a different physiological 

standing, which results in a different baseline in the associated 

signal. In order train a classifier, such inter-personal signal 

variances must be normalized. For this purpose, we mapped 

each participant’s signal to a range of 0-1 based on the entire 

series of responses recorded from the interview. Wherever the 

maximum is, that value is mapped to 1, wherever the minimum 

is, that value is mapped to 0. And the rest of the values in that 

signal domain is mapped between 0-1 linearly. Features are 

extracted separately for each signal simply by finding 

minimum, maximum and mean values of each annotated 

segment. In Fig.3. sample data from all signals during the 

recorded response for a single interview question are shown, 

such that the annotated segment is colored as orange. 

 

ENTERFACE’19, JULY 8TH - AUGUST 2ND, ANKARA, TURKEY 46



ENTERFACE’19, JULY 8TH - AUGUST 2ND, ANKARA, TURKEY 3 

 

 

 

 
Fig. 3.  A sample physiological signal set collected during one participant’s 
response to an interview question. The signals from top to bottom are from 
EMG, SCR, HR, Pupil data. Orange regions identify annotated segments.  
 
2) Annotation 

We developed software to allow an impartial person to 

watch the videos, and tag the beginning and end of a segment. 

There are 4 different types of tags (each having beginning and 

end options): enthusiasm, fluency, stress, boredom. The tags 

were not mutually exclusive; they could be written on 

overlapping parts of the video stream. Enthusiasm and fluency 

characterized positive (i.e. pleasant) performance while stress 

and boredom characterized negative (i.e. unpleasant) 

performance. Tags are only written if the person who is making 

the decision had no doubt about its category. An entire video 

recording is allowed to be untagged if no segments are relevant. 

C. Classification 

Each annotated data segment is represented with a feature 
vector with 3 components (min, max and mean values of the 
associated signal in that segment) and a binary class: pleasant 
or unpleasant. We use the simplest method available in   
MATLAB, not because of preference, but due to simplicity. 
Two kNN classifiers are tested with k=3, k=7.  The dataset is 
divided into 10 bins to allow for 10-fold cross validation. 

 
TABLE II 

CLASSIFICATION ACCURACY OF K-NN FOR PLEASANTNESS 

 
 

K=3 K=7 

EMG  60.87 73.91 
SCR  69.57 73.91 

HR  69.57 69.57 
Pupil  73.91 73.91 

III. RESULTS 
There are 9 subjects (2 F, 7 M). Subject demographics are 

listed in table 1. None of the subjects are excluded due to their 
mood, depression or anxiety level. One subject is excluded due 
to guessing the relationship with the experiment and stress. 
After de-briefing, all subjects indicated that they were stressed 
during the interview, simply because of the gadgets and the 
pressure for performing well. Furthermore, the average STAI 
anxiety test results confirmed this. The STAI scores were at the 
high-end of the natural anxiety scale. 

As seen in table 2, the accuracy performances of the 3 
neighbor and 7 neighbor k-NN are close, varying between 69-
74%. Unfortunately fusion of these signals even through a 
simple likelihood scheme using classifier level fusion could not 
be implemented due to  the limited time allotted for this study.  

IV. DISCUSSION 
There exists several databases built on measuring affective 
responses from Visual, Audio, Eye Gaze, ECG, GSR, 
Respiration Amplitude, Skin temperature, and EEG [7] on a 
multitude of tasks. However, data sets consisting of multi-
modal responses during social stress are scarce[1]. A well 
known social stress experiment, the Trier social stress test [2] 
involves an interview scenario. In this study, we used a mock 
interview setting and attempted to develop data collection and 
data processing pipelines for capturing physiological signals 
and analysing their contents for estimating pleasantness of the 
segments throughout the interview. This application has a 
potential for wide-spread use in the future because the job 
market is tightening, causing more and more candidates to 
apply for fewer open positions. Hence, automated scoring of 
interviews is around the corner.  

While existing social signal processing and speech 
processing applications have a strong potential use in the video 
and audio signals collected during the interviews, we focused 
on a less investigated domain: the use of body physiology in the 
evaluation of interview performances. The results of the 
classification of individual signals with respect to pleasantness 
are on par with respect to other physiological signal 

TABLE I 
DEMOGRAPHIC INFORMATION OF THE PARTICIPANTS (N=9) 

                                       Mean ± SD 

Age 26 ± 5.43 
BDI 5.55 ± 4.66 
PANAS(+) 

PANAS(-) 

48.44 ± 2.99 
29.55 ± 5.06 

STAI(S) 32.33 ± 8.47 

STAI(T) 41.22 ± 4.71 
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classification applications.The reported accuracy figures in the 
ltireture in tasks that involve stress vary widely between 60-
95% accuracy, based on several factors such as resrictiveness 
of the environment, dynamic character of the task, invasiveness 
of the measurement devices, number of different measurements 
obtained from the body and smartness of the classification 
algorithms [8, 9, 10]. The task involved in this study is a semi-
ambulant task, which allows freedom and dynamicity on the 
participant side, but restrictions on the experiment side due to 
the specific questions asked. The measurement devices 
collected multiple measurements, however, the sensors were 
invasive since they were not wireless and several body contacts 
existed. And the algorithm for classification was not a smart 
one, it did not even fuse the results through a simple classifier 
level fusion technique as suggested in [11]. Hence an accuracy 
on the order of 70-75% is promising, and warrants expectations 
of at least 10-15% increase if a few improvements are made. 

V. LIMITATIONS AND FUTURE WORK 

As suggested by the reviews [8, 9, 10], fusion methods can be 
used to improve the accuracy of binary prediction. Avoiding the 
curse of dimensionality is crucial for both feature level and 
classifier level fusion. Therefore, a continuation of our study 
with more samples is imperative to be able to report 
classification accuracy in multi-modal data.  

Other than the low number of samples, our study had several 
limitations contingent upon data collection. The hardware 
equipment used in this study is assembled during the 
eNTERFACE 2019 workshop and tested for the first time. We 
realized that the frame holding the gadgets is not stable. It 
gradually shifts downward as the interview proceeds. 
Furthermore, the recording conditions such as lighting of the 
experiment room and the positioning of the subjects should also 
be improved. In addition, the field of view of the video 
recordings was not the same for all subjects, introducing bias to 
the annotation stage. These are all trivial in comparison to the 
variability introduced by human factors such as the motivation 
and cooperation of the participants during a mock interview, 
which need to be addressed in the future as well. 

VI. CONCLUSION 
Professional companies that deliver hiring services look for 
several attributes (eg. adaptability, innovativeness, 
approachability, curiousness, integrity and ambition) within the 
content of the verbal responses of a good candidate [13]. On the 
other hand, video and audio of the speech of the candidate is 
also valuable because social signal analysis and prosody 
analysis can be conducted automatically. We investigated 
another set of outputs embodied in physiology, to decide 
whether pleasantness can be predicted from the facial sensors 
attached to the interviewing candidate. The results indicate that 
each individual psycho-physiological signal collected during an 
interview setting can be used to identify the emotional state of 
a candidate on a pleasantness axis with more or less similar 
accuracy (i.e. approximately 70-75%) as in any other 
application based on psychophysiology. It is obvious that a 
benchmark dataset is needed in this domain for guiding future 
applications for automatic candidate selection.  
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Abstract—Quick and easy access to performance data during
matches and training sessions is important for both players and
coaches. While there are many video tagging systems available,
these systems require manual efforts. In this project, we use
Inertial Measurement Units (IMU) sensors strapped on the wrists
of volleyball players to capture motion data and use Machine
Learning techniques to model their actions and non-actions
events during matches and training sessions.

Analysis of the results suggests that all sensors in the IMU
(i.e. magnetometer, accelerometer, barometer and gyroscope)
contribute unique information in the classification of volleyball-
specific actions. We demonstrate that while the accelerometer
feature set provides the best Unweighted Average Recall (UAR)
overall, decision fusion of the accelerometer with the magnetome-
ter improves UAR slightly from 85.86% to 86.9%. Interestingly,
it is also demonstrated that the non-dominant hand provides
better UAR than the dominant hand. These results are even
more marked with decision fusion.

Apart from machine learning models, the project proposes a
modular architecture for a system to automatically supplement
video recording by detecting events of interests in volleyball
matches and training sessions and to provide tailored and
interactive multi-modal feedback by utilizing an html5/JavaScript
application. A proof of concept prototype is also developed based
on this architecture.

Index Terms—IEEE, IEEEtran, journal, LATEX, paper, tem-
plate.

I. INTRODUCTION

TOP performance in sports depends on training programs
designed by team staff, with a regime of physical, techni-

cal, tactical and perceptual-cognitive exercises. Depending on
how athletes perform, exercises are adapted, or the program
may be redesigned. State of the art data science methods have
led to ground breaking changes. Data is collected from sources
such as tracking position and motion of athletes in basketball
[1] and baseball and football match statistics [2].

Furthermore, new hardware platforms appear, such as LED
displays integrated into a sports court [3] or custom tangi-
ble sports interfaces [4]. These offer possibilities for hybrid

training with a mix of technological and non-technological
elements [3]. This has led to novel kinds of exercises [5],
[4] including real-time feedback, that can be tailored to the
specifics of athletes in a highly controlled way. Data science
tools can then be used to precipitate tailored modifications to
(the parameters of) such training.

These developments are not limited to elite sport. Inter-
action technologies are also used for youth sports (e.g., the
widely used player development system of Dotcomsport.nl),
and school sports and Physical Education [6].

This eNTERFACE project is a part of the Smart Sports
Exercises (SSE) project which aims to extend the state of the
art by combining sensor data, machine learning and interactive
video to create new form of volleyball training and analysis.

For this particular project we focused on identifying volley-
ball actions performed by players by strapping IMUs (Inertial
Measurement Unit) on their wrist(s) and using Machine Learn-
ing techniques to model and classify their actions. In addition
to identifying the action, the second main aim of the project is
to supplement the video recordings by automatically tagging
(identify and provide a link to its timestamp) the identified
action and events.

A. Motivation

Automatically identifying actions in sport activities is im-
portant for many reasons, therefore there have been numerous
studies to identify actions in sports [7], [8], [9], [10]. Wearable
devices such as Inertial Measurement Units (IMUs) [11], [12]
are becoming increasingly popular for sports related action
analysis because of their reasonable price as well as portability
[10]. While researchers have proposed different configurations
in terms of number and placement of sensors [13], it is ideal to
keep the number of sensors to minimum due to issues related
to cost, setup effort and player comfort [14], [15], [16], [13].

In addition to identification and analysis, access to perfor-
mance data during sports matches and training sessions is
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important for both players and coaches. Analysis of video
recording showing different events of interest may help in
getting insightful tactical play and engagement with players
[17] and video edited game analysis is a common method for
post-game performance evaluation [6].

Accessing events of interest in sports recording is of partic-
ular interest for both sports fans e.g. a baseball fan wishing to
watch all home runs hit by their favorite player during the 2013
baseball season [7], or a coach searching for video recordings
related to the intended learning focus for a player or the whole
training session [6].

However, these examples require events to be manually
tagged which not only requires time and effort but would also
split a trainers attention from training to tagging the events for
later viewing and analysis.

A system which could automatically tag such events would
help trainers avoid manual effort has the potential to provide
tailored and interactive multi-modal feedback to coaches and
players.

B. Project Objectives

In summary, the project has the following objectives:
• To evaluate the potential of using sensor data from

IMUs (3D acceleration, 3D angular velocity, 3D magneto
meter and air pressure) in automatically identifying basic
volleyball actions and non-action;

• to use Machine Learning techniques to identify individual
player actions;

• to supplement the video recording by tagging the identi-
fied action and events, and

• to design a system to allow coaches and players to view
tagged video footage to easily search for the information
or event of interest (e.g. All the serves by a particular
player)

II. RELATED WORK

Quick and easy access to performance data is important
for both coaches and players, therefor it is important that
video recordings related to the intended learning focus are
immediately accessible [6]. In their work Koekoek et al.
developed an application named Video Catch to manually
tag events like sports actions during matches and training
sessions [6]. Creating a system which can automatically tag
such actions would be beneficial as it would save manual
effort.

Inertial Measurement Units (IMUs) [11], [12] have been
utilized to automatically detect sport activities in numerous
sports e.g. soccer [18], [19], tennis [20], [21], table tennis
[22], hockey [19], basketball [23], [24] and rugby [25].

Many approaches have been proposed for human activity
recognition. They can be categorized into two main categories:
sensor-based and vision-based.

Vision-based methods employ cameras to detect and recog-
nize activities using several computer vision techniques. While
sensor-based methods collect input signals from wearable
sensors mounted on human bodies such as accelerometer and
gyroscope. For example, In Liu et al. [26] identified temporal

patterns among actions and used those patterns to represent
activities for the purpose of automated recognition. Kautz
et al. [27] presented an automatic monitoring system for
beach volleyball based on wearable sensor devices which are
placed at wrist of dominant hand of players. Beach volleyball
serve recognition from a wrist-worn gyroscope is proposed in
Cuspinera et al. [28] which is placed on the forearm of players.
Kos et al. [29] proposed a method for tennis stroke detection.
They used a wearable IMU device which is located on the
players wrists. A robust player segmentation algorithm and
novel features are extracted from video frames, and finally,
classification results for different classes of tennis strokes
using Hidden Markov Model are reported [30]. Jarit et al.
[31] studied with college baseball players. 88 subjects were
studied in two groups. Jamar dynamometer was used to test
maximum grip strength (kgf) for both hands. The recording
was done for dominant and nondominant hands. The highest
measurements were taken for the statistical analysis. Every
subject put their maximal effort. 2-factor repeated measures
to analyze the variance was used to compare both hands grip
strength ratios of the experimental and control group. Results
of the study showed that there is no significant differences
of baseball players dominant and nondominant hands grip
strength. Based on the above literature, we have concluded
that the most studies take into account the role of dominant
hand particularly for volleyball action modelling and the role
of non-dominant hand is less explored.

III. METHODOLOGY

The project can be divided into following activities.
• Data Collection
• Prototype System
• Machine Learning (Feature Extraction and Modeling)

IV. DATA COLLECTION

A. Technical Setup

• Each player wears 2 IMUs (see Figure 1) on both wrists.
• Two video cameras on the side of team wearing the IMUs

(see Figure 2).

B. Participants

Nine volleyball players wore IMU sensors [11] on both writs
during their regular training session. Players were encouraged
to play normally as their routine training session. Due to some
technical reasons IMUs wore by one player did not work,
therefore the data used for the experimentation consists of 8
volleyball players.

C. Data Annotation

To obtain the ground truth for machine learning model
training, the video recording was annotated using the Elan
software (see Figure 3). 3 annotator annotated the video. Since
volleyball actions performed by players are quite distinct there
is no ambiguity in terms of inter-annotator agreement. The
quality of the annotation is evaluated by a majority vote i.e. if
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Fig. 1: Player wearing 2 IMUs on both wrists.

Fig. 2: Camera settings on court.

all annotator have annotated the same action or if an annotator
might have missed or mislabelled an action.

As a result, for action case and non-action case there were
1453 and 24412 seconds of data, respectively. Table I shows
the data (in seconds) information for each player. This data
set is made available to research community. The annotators
also annotated the type of volleyball actions such as under
hand serve, overhead pass, serve, forearm pass, one hand pass,
smash, underhand pass. Table I also details the number of
volleyball actions performed by every player.

V. AUTO-TAGGING SYSTEM PROTOTYPE

The auto-tagging system has the following components.

A. Sensors on Player Wrist(s)

During a training session or a match, players wear a wireless
sensor such as an IMU (Inertial Measurement Unit) [11], [12]
on one or both wrists (see section IV for details). Features
are extracted from the IMU signals to train machine learning
models to recognize volleyball actions and non-actions. The
machine learning is performed in two steps as shown in
Figure 4, first we recognize if a frame of sensor data belongs

to a volley ball action or not. If it belongs to an action then
we further classify it into types of actions (see VI for machine
learning modelling and experimentation). Once the actions are
identified, its information along with the timestamp is stored
in a repository for indexing purposes.

B. Repository

Information related to the video, players and actions per-
formed by the players are indexed and stored as documents in
a tables or cores in Solr search platform [32]. An example of
a Smash indexed by Solr is shown in table II.

C. Web Application

The interactive system is developed as web application. The
server-side is written using asp.net MVC framework. While
the front-end is developed using HTML5/Javascript.

Figure 5 shows a screen shot of the front-end of the devel-
oped system. The player list and actions list are dynamically
populated by querying the repository. The viewer can filter
the actions by player and action-type (e.g. over head pass by
player 3). Once a particular action item is clicked or taped,
the video is automatically jumped to the time interval where
the action is being performed.

VI. EXPERIMENTAL SETUP

For classification, a two level task classification is planned.
In the first step a binary classification scheme is adopted where
the given frame (as described in section VI-A) is classified as
Action or Non-Action. In the second step (future plan), the
action in the window will be classified as Forearm Pass, One
Hand Pass, Overhead Pass, Serve, Smash, Underhand Pass,
Underhand Serve or Block. In this study, we have only trained
machine learning models for action and non-action events (i.e.
first step only). This section describes the process of machine
learning models training for action and non-action events.

A. Feature Extraction

In this study, we have used time domain features such
as mean, standard deviation, median, mode, skewness and
kurtosis which are extracted over a frame length of 0.5 seconds
of sensor data with an overlap of 50% with the neighbouring
frame. As a results we have six features for each dimension
of sensor data per frame. For action case and non-action case
there were 5812 and 97648 frames, respectively.

B. Classification Methods

The classification is performed using five different methods
namely Decision Tree (DT, with leaf size of 5), Nearest Neigh-
bour (KNN with K=5), Naive Bayes (NB with kernel dis-
tribution assumption), Linear Discrimination Analysis (LDA)
and Support Vector Machines (SVM with a linear kernel with
box constraint of 0.5 and SMO solver). The classification
methods are employed in both Python and MATLAB1 using
the statistics and machine learning toolbox in the Leave-
One-Subject-Out (LOSO) cross-validation setting, where the

1http://uk.mathworks.com/products/matlab/ (December 2018)
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Fig. 3: Annotation example with Elan annotation tool.

TABLE I: Data Set Description: Time taken by each player for performing actions, non actions and number and type of actions
performed by each player

ID DH Action(sec) Non-Action(sec) # Actions Forearm Pass Onehand Pass Overhead Pass Serve Smash Underhand Serve Block
1 R 198 3055.25 120 40 3 16 0 29 28 4
2 L 193.75 3061 125 36 2 14 32 15 0 6
3 R 191 3030 116 50 3 3 34 25 0 1
5 R 176.75 3054.5 124 46 2 19 21 28 4 4
6 R 228.5 3009 150 30 1 70 0 12 30 7
7 R 135.5 3080.25 106 39 4 13 0 14 34 2
8 R 146.25 3077.5 105 34 4 16 34 17 0 0
9 R 183.25 3044.5 144 42 1 58 33 4 1 5

total 1453 24412 990 317 20 209 154 144 97 49
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Fig. 4: Prototype System Architecture

training data do not contain any information of validation
subjects. To assess the classification results, we used the
unweighted average recall as the dataset is not balanced. The
unweighted average recall is the arithmetic average of recall

of both classes.

C. Experiments
The overall action frames for eight players were 5812

frames while in Non-Action case there were 97648 frames.
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Fig. 5: Interactive front-end system

TABLE II: Sample Solr structure

"id":"25_06_Player_1_action_2"
"player_id":["25_06_Player_1"],
"action_name":["Smash"],
"timestamp":["00:02:15"],
"_version_":1638860511128846336

One can understand from the samples that the data set is
imbalanced. In order to evaluate the performance of IMU
sensor, we train machine learning models using balanced and
imbalanced data set for the recognition of Action and non
Action frames, we have conducted two experiments as follow:

• Experiment 1: training is performed on balanced data
sets in terms of actions and non actions, where the same
number of non-actions events (selected randomly) and
action events for each player are used. The validation
is performed on imbalanced (full) dataset in leave-one-
subject out settings.

• Experiment 2: training is performed on imbalanced data
sets in terms of action and non actions and validation is
performed on imbalanced dataset in leave-one-subject out
settings.

VII. EXPERIMENTAL RESULTS

This section describes the results of machine learning
models for action and non-action events and demonstrate
the discriminate power of different IMU sensors placed on
dominant and non-dominant hand.

A. Experiment 1

The results of dominant hand and non-dominant hand for
all sensors are shown in Table III and Table IV respectively.
The best results indicate that the dominant hand (82.50%)
provides better UAR than non-dominant hand (81.71%) using
the accelerometer. The average of results indicated that the
accelerometer provides the best averaged UAR of 81.92%
(dominant hand) and 80.41% (non-dominate hand). SVM clas-
sifier provides the best averaged UAR of 74.36% (dominant
hand) and 72.30% (non-dominate hand). All sensors provide
better results (i.e. UAR) on dominant hand than on non-
dominant hand.

TABLE III: Dominant Hand: Unweighted Average Recall (%)

Sensor DT KNN NB SVM LDA avg.
Acc. 81.99 82.50 82.19 82.35 80.52 81.91
Mag. 77.47 74.86 79.25 79.50 79.08 78.03
Gyr. 73.72 75.48 75.94 74.17 72.78 74.42
Baro. 57.19 56.80 59.30 61.45 61.01 59.15
avg. 72.59 72.41 74.17 74.36 73.34 –

TABLE IV: Non-Dominant Hand: Unweighted Average Recall
(%)

Sensor DT KNN NB SVM LDA avg.
Acc. 78.90 80.33 81.71 81.28 79.84 80.41
Mag. 74.80 69.59 75.31 76.69 75.90 74.46
Gyr. 72.84 73.42 74.74 75.35 75.10 74.29
Baro. 51.57 50.22 49.46 55.88 56.07 52.64
avg. 69.52 68.39 70.30 72.30 71.72 –
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B. Experiment 2

The UAR of dominant hand and non-dominant hand for all
sensors are shown in Table V and Table VI respectively. These
results indicate that the non-dominant hand (83.99%) provides
better UAR than dominant hand (79.83%), with NB being the
best classifier for action detection. The results indicated that
the accelerometer provides the best averaged UAR of 69.76%
(dominant hand) and 74.17% (non-dominate hand). NB clas-
sifier provides the best results of 71.47% (dominant hand)
and 68.01% (non-dominate hand). The averaged UAR also
indicates that the accelerometer (74.14%) and magnetometer
(73.52%) provide better UAR on non-dominate hand than on
dominate hand.

TABLE V: Dominant Hand: Unweighted Average Recall

Sensor DT KNN NB SVM LDA avg.
Acc. 70.83 68.83 79.83 59.77 69.56 69.76
Mag. 63.10 57.12 74.16 50.00 67.71 62.41
Gyr. 64.07 60.78 74.58 53.35 64.86 63.53
Baro. 59.22 56.53 57.24 53.01 56.78 56.56
avg. 64.30 60.81 71.45 54.03 64.72 –

TABLE VI: Non-Dominant Hand: Unweighted Average Recall

Sensor DT KNN NB SVM LDA avg.
Acc. 71.53 72.98 83.99 66.47 75.90 74.17
Mag. 76.61 67.67 80.83 66.75 75.74 73.52
Gyr. 61.42 58.85 75.71 50.00 64.70 62.14
Baro. 40.86 38.56 31.53 50.00 50.53 42.30
avg. 62.60 59.51 68.01 57.80 66.71 –

C. Sensor Fusion

We implemented a simple decision fusion strategy by taking
a vote among all feature sets i.e fusing the output of the
best classifiers for each sensor, breaking ties by considering
them as implying a non-action label. The ‘fusion results’
of experiment 1 and experiment 2 are shown in Table VII
and Table VIII respectively. The reported results are quite
promising, indicating that the sensors placed on the wrist of
players could be used to detect whether a player is performing
a volleyball action or not. It also suggests that fusion of
accelerometer and magnitude sensors provides the best results
when placed on both hands. However placing magnitude and
accelerometer on one hand provides slightly less accurate
results than placing them on both hands. It is also observed that
the fusion for Experiment 2 provides better results than fusion
of Experiment 1. It could be due to the reason of training
setup, as lesser data is used in experiment 1 than experiment
2. The average UAR of sensor fusion indicated that the fusion
improves the UAR and the confusion matrix of best UAR for
experiment 1 and experiment 2 are shown in Figure 6 and 7
respectively. This study will also help in lowering the number
of sensors for the players which could results in cost reduction
of system and making the system less intrusive.

The reported study is part of the Smart Sports Exercises
project in which we aim to develop new forms of volleyball
training using wearable sensors data and pressure sensitive
in-floor displays to provide analysis and feedback in an inter-
active manner. While we are interested not only in action and

TABLE VII: Sensor Fusion: Unweighted Average Recall

Sensor DH NDH Both Hands
acc 82.50 81.71 82.52

Mag 79.50 76.69 77.65
Gyr 75.94 75.35 76.42

Baro. 61.45 56.07 60.14
Acc + Mag 81.87 80.03 83.84
Acc + Gyr. 80.60 79.21 81.88
Gyr + Mag 78.64 76.97 81.08

Acc + Mag + Gyr 79.73 80.30 83.52
All 82.25 79.73 83.51

Avg. 78.05 76.82 78.95

TABLE VIII: Sensor Fusion: Unweighted Average Recall

Sensor DH NDH Both Hands
acc 79.83 83.99 85.86

Mag 74.16 80.83 86.38
Gyr 74.58 75.71 81.25

Baro. 59.22 50.53 59.34
Acc + Mag 81.84 86.42 86.87
Acc + Gyr. 79.40 83.09 85.02
Gyr + Mag 78.34 82.91 86.08

Acc + Mag + Gyr 80.73 84.58 85.80
All 72.91 84.53 85.32

Avg. 75.66 79.17 82.43
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Fig. 6: Experiment 1 (Confusion matrix): best sensor fusion re-
sults obtained using fusion of accelerometer and magnetometer
sensors from both hands.

non-action but also the type of action such as serve, forearm
pass. It may be the case that dominant hand plays a crucially
important role in determining the type of action. However,
in many applications such as fatigue and stamina estimation
[8], researchers are only interested in determining the amount
of actions performed regardless of their type. In such cases,
the reported results show an interesting case of using non-
dominant hand compared to the common practice of using
sensor(s) on the dominant hand [33], [34].

VIII. CONCLUSION

The overall aim of this project was to design an automatic
video tagging system for sports related events using Machine
Learning techniques and IMU sensors. In terms of contribu-
tion, this project proposed an architecture to automatically
supplement video recordings, to this end; apart from the archi-
tecture, a prototype was developed based on that architecture

ENTERFACE’19, JULY 8TH - AUGUST 2ND, ANKARA, TURKEY 55



ENTERFACE’19, JULY 8TH - AUGUST 2ND, ANKARA, TURKEY 7

Target Class

O
u

tp
u

t 
C

la
s
s

82433

79.7%

15215

14.7%

84.4%

15.6%

621

0.6%

5191

5.0%

89.3%

10.7%

99.3%

0.7%

25.4%

74.6%

84.7%

15.3%

Non-Action Action

N
o

n
-A

c
ti

o
n

A
c

ti
o

n
R

e
c

a
ll

Precision

Accuracy

Fig. 7: Experiment 2 (Confusion matrix): best sensor fusion re-
sults obtained using fusion of accelerometer and magnetometer
sensors from both hands.

as proof of concept. Secondly the project developed and tested
machine learning models trained on IMU data.

The experimentation performed during the project provided
interesting results not only in terms of UAR but also in terms
of sensor configuration. The analysis of using non-dominant
hand for sensor placement opened up interesting opportunities
for sports research.

IX. FUTURE DIRECTIONS

The outcome of this eNTERFACE project has the potential
to be extended in multiple ways. In terms of machine learning
models, we aim to train models to not only classify action vs
non-action but also type of volleyball actions such as under
hand serve, overhead pass, serve, forearm pass, one hand pass,
smash, underhand pass. Additionally we plan to use frequency
domain features such as Scalogram and Spectrogram instead
of time domain features currently used to train the models.

Apart from extending the machine learning models the aim
is to further develop the video tagging system from a proof of
concept prototype to a more functional and integrated system.

The following list summarises possible ways to extend the
project.

• Further classify actions
• Using frequency domain approaches for feature extraction
• Scalogram, spectrogram
• ResNet, AlexNet, VGGNet
• Classification based on the above feature set.
• Further integration of Demo system and models.
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