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ABSTRACTNON-INCREMENTAL CLASSIFICATION LEARNINGALGORITHMS BASED ON VOTING FEATUREINTERVALSG�ul�sen Demir�ozM.S. in Computer Engineering and Information ScienceSupervisor: Assoc. Prof. Halil Altay G�uvenirAugust, 1997Learning is one of the necessary abilities of an intelligent agent. This thesisproposes several learning algorithms for multi-concept descriptions in the formof feature intervals, called Voting Feature Intervals (VFI) algorithms. Thesealgorithms are non-incremental classi�cation learning algorithms, and use fea-ture projection based knowledge representation for the classi�cation knowledgeinduced from a set of preclassi�ed examples. The concept description learnedis a set of intervals constructed separately for each feature. Each interval car-ries classi�cation information for all classes. The classi�cation of an unseeninstance is based on a voting scheme, where each feature distributes its voteamong all classes. Empirical evaluation of the VFI algorithms have shown thatthey are the best performing algorithms among other previously developed fea-ture projection based methods in terms of classi�cation accuracy. In order tofurther improve the accuracy, genetic algorithms are developed to learn the op-timum feature weights for any given classi�er. Also a new crossover operator,called continuous uniform crossover, to be used in this weight learning geneticalgorithm is proposed and developed during this thesis. Since the explanationability of a learning system is as much important as its accuracy, VFI classi-�ers are supplemented with a facility to convey what they have learned in acomprehensible way to humans.Keywords: machine learning, supervised learning, classi�cation, inductivelearning, non-incremental learning, feature intervals, voting, genetic algorithms.iii



�OZETOYLAYAN �OZN_ITEL_IK B�OL�UNT�ULER_INE DAYALITOPLU SINIFLANDIRMA �O~GRENME ALGOR_ITMALARIG�ul�sen Demir�ozBilgisayar ve Enformatik M�uhendisli�gi, Y�uksek LisansTez Y�oneticisi: Do�c. Dr. Halil Altay G�uvenirA~gustos, 1997�O~grenmek ak�ll� bir bireyin en gerekli �ozelliklerinden biridir. Bu tezde �coklukavram tan�mlar�n� �oznitelik aral�klar� �seklinde �o~grenen yeni algoritmalar �one-rilmektedir. Oylayan �Oznitelik Aral�klar� (VFI) olarak isimlendirilen bu al-goritmalar toplu s�n�
and�rma �o~grenme algoritmalar�d�rlar. Daha �oncedens�n�
and�r�lm��s olan �orneklerden s�n�
and�rma bilgisini �c�karmak i�cin �oznitelikizd�u�s�umlerine dayal� bilgi g�osterim y�ontemini kullan�rlar. �O~grenilen kavramtan�m� her �oznitelik i�cin ayr� ayr� �o~grenilen aral�klar �seklindedir. Her bir aral�kb�ut�un s�n�
ar i�cin s�n�
and�rma bilgisi i�cerir. Yeni bir �orne~gin s�n�
and�r�lmas�her �ozniteli~gin oyunu b�ut�un s�n�
ara da~g�tt�~g� bir oylama sistemine dayan�r.Ger�cek hayattan al�nan veri k�umeleri �uzerinde yap�lan deneylerde VFI algo-ritmalar� daha �once geli�stirilmi�s �oznitelik izd�u�s�umlerine dayal� di~ger metod-lardan daha y�uksek s�n�
and�rma do~grulu~gu elde etmi�slerdir. Ayr�ca s�n�f-land�rma do~grulu~gunu daha �cok artt�rmak i�cin optimum �oznitelik a~g�rl�klar�n��o~grenen genetik algoritmalar geli�stirilmi�stir. Ayn� zamanda bu genetik algo-ritmalarda kullan�lmak �uzere yeni bir �caprazlama operat�or�u de geli�stirilmi�stir.Bir �o~grenme sisteminin a�c�klama yetene~gi de en az do~grulu~gu kadar �onemlioldu~gundan, VFI algoritmalar� �o~grendiklerini insanlar�n anlayabilece~gi bir �se-kilde g�osterebilmektedirler.Anahtar S�ozc�ukler: �o�grenme, t�umevar�msal �o�grenme, s�n�
and�rma, toplu�o�grenme, denetimli �o�grenme, �oznitelik izd�u�s�umleri, oylama, genetik algorit-malar. iv
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Chapter 1IntroductionSince learning is one of the necessary abilities of an intelligent agent, machinelearning has played an important role in arti�cial intelligence. Simon [66] hasde�ned learning as changes in a system that enable it to do the same task ortasks drawn from the same population more e�ciently and more e�ectively thenext time. There are two ways in which a system can change [65]:1. The system can acquire new knowledge from external sources (knowledgeacquisition)2. The system can modify itself to exploit its current knowledge more e�ec-tively (re�nement of skills through practice)The �rst type of learning acquires new knowledge from external sources inorder to solve a problem, perform a new task or improve the performance ofan existing task. The second kind of learning is often called speedup learningor skill acquisition. This kind of learning is usually used for improving thee�ciency of search-base problem-solving systems. One way to speed up searchis to introduce macro operators that take \big steps" in the search space.Another way to speed up search is to introduce meta level control knowledge.Explanation{based learning (EBL) [19] is a technique that has been applied tolearn macro operators and search control knowledge.1



CHAPTER 1. INTRODUCTION 2Michalski, Carbonell, and Mitchell classify Machine Learning (ML) ap-proaches according to their learning strategies as follows [49]:� Rote learning is also called as learning by being programmed and consistsof just recording the di�erent objects supplied by a teacher. Classicaldatabase systems illustrate this strategy.� Learning by instruction is learning by being told some new knowledgefrom an external source.� Inductive learning or empirical learning is accomplished by reasoningfrom externally supplied examples to produce more general descriptions.� Learning by observation is learning by observing the environment andmaking discoveries.Inductive learning or empirical learning has been heavily investigated inML literature. Inductive learning can be described as learning by drawinginductive inference from facts that are provided by a teacher or an environ-ment. Acquiring knowledge involves operations of generalizing, specializing,transforming, correcting and re�ning knowledge representations [49]. Learninga concept usually means to learn its description, that is, a relation betweenthe name of the concept and a given set of features by making some infer-ences. This learning strategy requires that a su�cient number of examplesmade available to the learner. We focus in general on inductive learning |learning from examples| in this thesis. Inductive learning can be categorizedinto two categories: supervised learning and unsupervised learning.Supervised learning, also known as classi�cation, is the primary task studiedin machine learning research. A supervised learning algorithm receives a setof preclassi�ed training instances (examples), each labeled with a particularclass. The goal of such a learning algorithm is to learn a classi�cation rule thatwill correctly assign new instances to these classes. For example, instancescould be descriptions of the symptoms of diseased and healthy patients. Theclasses here are \diseased" and \healthy", and the task of the learning systemis to produce a set of rules for accurately predicting whether new patients arediseased or healthy.



CHAPTER 1. INTRODUCTION 3In unsupervised learning, the training instances have not been assigned toclasses by a teacher. Only the descriptions of these instances are given andthe goal of the inductive learning system is to search for some regularities andnatural groupings (clustering) among these instances. Unsupervised learningdi�ers from supervised learning in the measure of success. To test whether asupervised learning algorithm has succeeded, we can simply apply it to a set oftest examples and see if they are correctly classi�ed that is, the classi�cation ofthe system agrees with the classi�cation of the teacher. But with unsupervisedlearning, we must examine the test examples and see if they exhibit the sameregularity that was discovered in the training instances.Supervised learning is also called as concept learning or concept acquisition,and the classes are called as concepts. The word \concept" is derived fromthe Latin word \concipere" meaning \to seize (a thought)" and the learningsystem seizes the concept by learning a set of conditions su�cient to decidewhether a given object is or is not an instance of it. The two types of conceptlearning are single concept learning and multi-concept learning. In single con-cept learning, the teacher either provides only the positive instances (instancesof the concept) or both the positive and negative instances to the learning sys-tem. For example, the records of healthy patients can be viewed as the positiveinstances and the records of diseased (non-healthy) patients can be viewed asthe negative instances of the \healthy" concept. The set of rules learned bythe concept learning system from the given examples is the description of the\healthy" concept. Single-concept learning is a special case of multi-conceptlearning, where there are more than one concept to be learned. For example,there are several brands of cars some of which are Opel, Renault, Mazda, Volk-swagen, etc. In this multi-concept learning domain, instances do not belong tomore than one class (a car can not be Opel and Mazda at the same time), thatis, classi�cations of instances are mutually disjoint. But in some other multi-concept learning tasks, instances may belong to more than one class, that is,classi�cations of instances are possibly overlapping.Several concept learning systems that learn multi-concept descriptions frominstances where the concepts are mutually disjoint have been developed. TheNearest Neighbor algorithm [17, 18, 24], Decision Tree Inducers [37, 28, 13, 55,



CHAPTER 1. INTRODUCTION 460, 14, 36, 12], Bayesian Classi�er originating from work in pattern recognition[24, 29], learning by EACH (Exemplar-Aided Constructor of Hyperrectangles)[62], and instance-based learning algorithms [5, 9] are some of them and ex-plained in Chapter 2.This thesis proposes several new multi-concept learning algorithms, calledVoting Feature Intervals (VFI) algorithms. The VFI algorithms are non-incremental classi�cation learning algorithms that learn the concept descrip-tions by constructing feature intervals on each feature dimension from a set ofpreclassi�ed examples provided by a teacher. Classi�cation of a new example isperformed by a voting scheme where the feature intervals distribute their voteamong classes. The features are considered separately both in learning andclassi�cation which provides faster classi�cation times. Processing each fea-ture separately enables a simple and e�ective way of handling missing featurevalues which is a problem for decision tree inductive learning and the nearestneighbor algorithms.The VFI classi�ers always achieve higher classi�cation accuracies than allother classi�cation algorithms that use the feature projection based knowledgerepresentation and usually perform better than the Naive Bayesian Classi�er.Another advantage of the VFI classi�ers is that it is possible to make a generalclassi�cation returning a probability distribution over all classes instead of acategorical classi�cation [45].The representation of concepts learned by VFI classi�ers is similar to that ofother concept learning models using feature projection based knowledge repre-sentation scheme such as CFP [32], FIL algorithms [7], COFI [73], and k-NNFP[8] all of which are described in detail in Chapter 3. The voting scheme usedto classify a new instance has also evolved from the voting schemes used inthese related methods. Chapter 4 explains the details of this new classi�cationmethod. Since induction of multi-concept descriptions from classi�ed exampleshave large number of applications to real-world problems, we will empiricallyevaluate VFI classi�ers on some real-world datasets from the UCI-Repository[51] and arti�cially generated datasets in Chapter 5. For this purpose, wehave also compiled two medical datasets, one for the description of arrhyth-mia characteristics from ECG signals, and the other for the histopathological



CHAPTER 1. INTRODUCTION 5description of a set of dermatological diseases. The classi�cation performanceof VFI algorithms are compared with that of other classi�cation algorithmsdiscussed in Chapters 2 and 3. Chapter 5 also presents the complexity analysisof the VFI algorithms. Chapter 6 describes and presents the experimental re-sults of a feature weight learning genetic algorithm combined with the NearestNeighbor and the VFI algorithms. Chapter 7 presents how we visualize theconcept learned by the VFI algorithms and the explanation of classi�cation ofa new instance. The �nal chapter presents a summary of this thesis and someideas for future work.



Chapter 2Supervised Inductive LearningModelsSupervised inductive learning (concept learning) from examples has been themost active research area in machine learning. It can be de�ned as pro-cess of acquiring knowledge by drawing inductive inferences from teacher orenvironment-provided facts by generalizing, specializing, transforming, correct-ing and re�ning knowledge representations [49].The necessary input to a concept learning system is a set of training ex-amples correctly assigned to classes by a teacher. All the concept learningsystems mentioned in this thesis use feature-value description for the inputtraining instances. Feature-value representation expresses all the informationabout one instance in terms of a �xed collection of properties or features. Eachfeature may have either discrete (nominal) or continuous (linear) values. Forexample, color feature having values \red", \blue", or \green" is a nominalfeature whereas age feature is a linear feature which can take any numericalvalue (integer or real) in some range and in general has a linearly ordered setof feature values. One important restriction is that the features used to de-scribe an instance must not vary from one instance to another. Since a teacherassigns classes to instances in supervised learning, the input instances have aclass label in addition to the feature values. The learning systems in this thesiscan learn multi-concepts requiring that an instance can not belong to more6



CHAPTER 2. SUPERVISED INDUCTIVE LEARNING MODELS 7than one class and the classes are discrete. There are tasks that do not havediscrete classes and concerned with the prediction of continuous value such asthe price of gold. The multi-concept learning of discrete classes is very oftencalled as classi�cation since the concept learning system (classi�er) will predicta class value for the new instance among those discrete classes.For concept learning tasks, one of the widely used representation tech-nique is the exemplar-based representation. Either representative instances asin Instance-Based Learning [5] or generalizations of instances as in Nested-Generalized Exemplars [62] form the concept descriptions in exemplar-basedmodels. Another useful knowledge representation technique for concept learn-ing is decision trees [55]. Statistical concept learning algorithms also use train-ing instances to induce concept descriptions based on certain probabilistic ap-proaches [24]. In the following sections, these concept learning models arepresented and most of them will be later used to compare with the new learn-ing methods developed in this thesis.2.1 Exemplar-Based LearningExemplar-Based Learning was originally proposed as a model of human learn-ing by Medin and Scha�er [48]. In the simplest form of exemplar-based learn-ing, every example is stored in memory verbatim, with no change of represen-tation. An example is de�ned as a vector of feature values along with a labelwhich represents the category (class) of the example.Knowledge representation of exemplar-based models can be maintained asrepresentative instances [2, 5], hyperrectangles [62, 63], or feature projectionbased representations [7, 8, 22, 32, 73]. Unlike Explanation-Based General-ization (EBG) [19, 50], little or no domain speci�c knowledge is required inexemplar-based learning.Figure 2.1 presents a hierarchical classi�cation of exemplar-based learningmodels. Instance-Based Learning (IBL) and Exemplar-Based Generalization
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Single-Class
 Intervals

Multi-Class
 IntervalsFigure 2.1. Classi�cation of Exemplar-Based Learning models.are two types of exemplar-based Learning. For example, instance-based learn-ing methods [5] retain examples in memory as points, and never changes them.On the other hand, exemplar-based generalization methods make certain gener-alizations on the training instances. One category of the exemplar-based gener-alization is the Nested-Generalized Exemplars (NGE) model [62]. This modelchanges the point storage model of the instance-based learning and retainsexamples in the memory as axis-parallel hyperrectangles. Feature ProjectionBased (FPB) learning models are the basis for this thesis and can be classi-�ed as exemplar-based generalization methods. The FPB algorithms learn theconcept descriptions by generalizing the projections of the training examplesseparately on each feature. In this thesis, we will study several supervisedinductive learning methods that can be also categorized as feature projectionbased algorithms. In the following sections, we will describe the IBL and NGEmethods brie
y. Previously developed FPB methods will be discussed in detailin Chapter 3.



CHAPTER 2. SUPERVISED INDUCTIVE LEARNING MODELS 92.1.1 Instance-Based LearningInstance-Based Learning (IBL) methods extend the classical nearest neighboralgorithm, which has large storage requirements [5, 9]. IBL algorithms generateclassi�cation predictions using only speci�c instances. Aha calls them also aslazy learning algorithms since the concept description is a set of stored instances[76]. All instances are represented as points on the d-dimensional Euclideanspace, where d is the number of features. The concept descriptions can changeincrementally after each training instance is processed. IBL algorithms do notconstruct extensional concept descriptions. Instead, concept descriptions aredetermined by how the IBL algorithm's selected similarity and classi�cationfunctions use the current set of saved instances. There are three components inthe framework which describe all IBL algorithms as de�ned by Aha and Kibler[5]:1. The similarity function computes the similarity between two instances(similarities are real-valued).2. The classi�cation function receives the output of the similarity functionand the classi�cation performance records of the instances in the conceptdescription, and yields a classi�cation for instances.3. The concept description updater maintains records on classi�cation per-formance and decides which instance are to be included in the conceptdescription.These similarity and classi�cation functions determine how the set of in-stances in the concept description are used for prediction. So, IBL conceptdescriptions contain not only a set of instances, but also these two functions.Several IBL algorithms have been developed: IB1, IB2, IB3, IB4 and IB5[3, 5]. IB1 is the simplest one and it uses the similarity function computed as



CHAPTER 2. SUPERVISED INDUCTIVE LEARNING MODELS 10similarity(x; y) = �vuut nXf=1 diff(f; x; y)2 (2.1)diff(f; x; y) = 8>>><>>>: jxf � yf j if f is linear0 if f is symbolic and xf = yf1 if f is symbolic and xf 6= yf (2.2)where x and y are the instances.IB1 is identical to the nearest neighbor algorithm except that it processestraining instances incrementally and simply ignores instances with missing fea-ture value(s). Since IB1 stores all the training instances, its storage requirementis quite large. IB2 is an extension of IB1, it saves only misclassi�ed instancesreducing storage requirement. On the other hand, its classi�cation accuracydecreases in the presence of noisy instances. IB3 aims to cope with noisy in-stances. IB3 employs a signi�cance test to determine which instances are goodclassi�ers and which ones are believed to be noisy. Once an example is deter-mined to be noisy, it is removed from the description set. IB2 and IB3 are alsoincremental algorithms. IB1, IB2, and IB3 algorithms assume that all featureshave equal relevance for describing concepts.To study the e�ect of relevances of features in IBL algorithms, IB4 has beenproposed by Aha [3]. In this study, di�erent feature weights are learned fordi�erent concepts; a feature may be highly relevant to one concept and com-pletely irrelevant to another. So, IB4 has been developed as an extension ofIB3 that learns a separate set of feature weights for each concept. Weights areadjusted using a simple feedback algorithm to re
ect the relative relevancesof the features to describe instances. These weights are then used in IB4'ssimilarity function which is a Euclidean weighted-distance measure of the sim-ilarity of two instances. Multiple sets of weights are used because similarityis concept-dependent, the similarity of two instances varies depending on thetarget concept. IB4 decreases the e�ect of irrelevant features on classi�cationdecisions. Therefore, it is quite successful in the presence of irrelevant features.



CHAPTER 2. SUPERVISED INDUCTIVE LEARNING MODELS 11The problem of novelty is de�ned as the problem of learning when novelfeatures are used to help describe instances. IB4, similar to its predecessors,assumes that all the features used to describe training instances are knownbefore training begins. However, in several learning tasks, the set of describingfeatures is not known beforehand. IB5 [3], is an extension of IB4 that toleratesthe introduction of novel features during training. To simulate this capabilityduring training, IB4 simply assumes that the values for the (as yet) unusedfeature are missing. During training, IB4 �xes the expected relevance of thefeature for classifying instances. IB5 instead updates the weight of a featureonly when its value is known for both of the instances involved in a classi�cationattempt. IB5 can therefore learn the relevance of novel features more quicklythan IB4.Also noise-tolerant versions of instance-based algorithms have been devel-oped by Aha and Kibler [4]. These learning algorithms are based on a form ofsigni�cance testing, that identi�es and eliminates noisy concept descriptions.2.1.2 Nested-Generalized ExemplarsNested-generalized exemplar (NGE) theory is a variation of exemplar-basedlearning [62]. In NGE, an exemplar is a single training example, and a general-ized exemplar is an axis-parallel hyperrectangle that may cover several trainingexamples. These hyperrectangles may overlap or nest. Hyperrectangles aregrown during training in an incremental manner.Salzberg implemented NGE in a program called EACH (Exemplar-AidedConstructor of Hyperrectangles) [63]. In EACH, the learner compares newexamples to those it has seen before and �nds the most similar generalizedexemplar in memory.NGE theory makes several signi�cant modi�cations to the exemplar-basedmodel. It retains the notion that examples should be stored verbatim in mem-ory, but once it stores them, it allows examples to be generalized. In NGEtheory, generalizations take the form of hyperrectangles in d-dimensional Eu-clidean space, where the space is de�ned by the feature values measured for



CHAPTER 2. SUPERVISED INDUCTIVE LEARNING MODELS 12each example. The hyperrectangles may be nested one inside another to arbi-trary depth, and inner rectangles serve as exceptions to surrounding rectangles[62]. Each new training example is �rst classi�ed according to the existingset of classi�ed hyperrectangles by computing the distance from the exampleto each hyperrectangle. If the training example falls into the nearest hyper-rectangle, then the nearest hyperrectangle is extended to include the trainingexample. Otherwise, the second nearest hyperrectangle is tried. This is calledas second match heuristic. If the training example falls into neither the �rstnor the second nearest hyperrectangle, then it is stored as a new (trivial point)hyperrectangle.A new example will be classi�ed according to the class of the nearest hy-perrectangle. Distances are computed as follows: If an example does not fallinto any existing hyperrectangle, a weighted Euclidean distance is computed.If the example falls into a hyperrectangle, its distance to that hyperrectangle iszero. If there are several hyperrectangles having equal distances, the smallestof these is chosen. The EACH algorithm computes the distance between a newdata point e and a hyperrectangle H, by measuring the Euclidean distancebetween these two objects as follows:De;H = wHvuut nXf=1 (wf d(e;H; f)maxf �minf )2 (2.3)where d(e;H; f) = 8>>><>>>: ef �Hf;upper ef > Hf;upperHf;lower � ef ef < Hf;lower0 otherwise (2.4)where wH is the weight of the exemplarH, wf is the weight of the feature f , efis the value of the fth feature on example e, Hf;upper or Hf;lower are the upperend of the range and lower end, respectively, on fth feature on exemplar H,maxf and minf are the minimum and maximum values of that feature, and nis the number of features recognizable on e.The EACH algorithm �nds the distance from e to the nearest face of H.There can be several alternatives to this, such as using the center of H. If
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1Figure 2.2. An example concept description of the EACH algorithm in a do-main with two features.the hyperrectangle H is a point hyperrectangle, representing an individualexample, then the upper and lower values becomes equal.If a training instance e and generalized exemplar H are of the same class,that is, a correct prediction has been made, the exemplar is generalized to in-clude the new instance if it is not already contained in the exemplar. However,if the closest hyperrectangle has a di�erent class then the algorithm modi�esthe weights of features so that the weights of the features that caused thewrong prediction is decreased. This is how the EACH algorithm learns featureweights.The original NGE was designed for domains with continuous features only.Discrete features require a modi�cation of the distance and area computationsfor NGE.In Figure 2.2, an example concept description constructed by the EACHalgorithm is presented for a domain with two features f1 and f2. Here, thereare three classes, A, B and C, and their descriptions are rectangles (exemplars)as shown in Figure 2.2. The rectangle A contains two smaller rectangles, B andC, in its region. Therefore, B and C are exceptions inside the rectangle A. TheNGE model allows exceptions to be stored quite easily inside hyperrectangles,and exceptions can be nested any number of levels. The test instance, that is



CHAPTER 2. SUPERVISED INDUCTIVE LEARNING MODELS 14marked as test in Figure 2.2, falls into the rectangle C, since it is smaller, sothe prediction will be the class value C for this test instance.2.1.3 Feature Projection Based LearningThe Feature Projection Based Learning algorithms all generalize the featureprojections of the training instances in learning the concept descriptions. Thepreviously studied techniques categorized as feature projection based learningmethods under exemplar-based generalization are the Classi�cation by FeaturePartitioning (CFP) [31, 32, 71], the Classi�cation by Overlapping Feature In-tervals (COFI) [73], Feature Intervals Algorithms (FIL) [7], and the k NearestNeighbor on Feature Projections (k-NNFP) [8] algorithms. The FPB mod-els are further classi�ed as Single-Class Intervals and Multi-Class Intervals asshown in Figure 2.1. The CFP and the FIL algorithms are Single-Class In-tervals algorithms. The COFI algorithm is a Multi-Class Intervals algorithm.On the other hand, the k-NNFP algorithm also based on feature projectionscan be categorized as both Single-Class and Multi-Class. The classi�cation ofunseen instances in the FPB models are based on a voting among the indi-vidual predictions made by using the local information individually stored oneach feature. The discussion of these algorithms are presented in Chapter 3 indetail.2.2 The Nearest Neighbor Classi�erOne of the most common and simplest classi�cation algorithms is the NearestNeighbor (NN) algorithm. In the literature, nearest neighbor algorithms forlearning from examples have been studied extensively [17, 18, 24]. Althoughother machine learning techniques such as decision trees [55] have been thesubject of much recent experimental work, the nearest neighbor algorithmscontinues to stay as an accurate learning technique [64]. The nearest neighborlearning algorithms have been shown to work as well as other machine learningmethods despite their simplicity [16, 18, 68]. It seems that nearest neighbor



CHAPTER 2. SUPERVISED INDUCTIVE LEARNING MODELS 15methods will continue to be cited as a basis of comparison with other methods.The NN classi�cation algorithm is based on the assumption that exampleswhich are closer in the instance space are of the same class. That is, unclassi�edones should belong to the same class as their nearest neighbor in the trainingdataset. After all the training set is stored in memory, a new example is clas-si�ed as the class of the nearest neighbor among all stored training instances.Although several distance metrics have been proposed for NN algorithms [64],the most common one is the Euclidean distance metric. The Euclidean distancebetween two instances x =< x1; x2; :::; xd; Cx > and y =< y1; y2; :::yd; Cy > onan d dimensional space is computed as:dist(x; y) = vuuut dXf=1wf � diff(f; x; y)2 (2.5)diff(f; x; y) = 8>>><>>>: jxf � yf j if f is linear0 if f is nominal and xf = yf1 if f is nominal and xf 6= yf (2.6)Here wf denotes the weight for feature f and for all features wf = 1 in standardNN and diff(f; x; y) denotes the di�erence between the values of instances x,and y on feature f . Note that this metric requires the normalization of allfeature values into a same range by computing the maximum and minimum.Although several techniques have been developed for handling unknown(missing) feature values [57, 58], the most common approach is to set them tothe mean of the values on corresponding feature.Stan�ll and Waltz introduced the Value Di�erence Metric (VDM) to de�nethe similarity for discrete (nominal) features and empirically demonstrated itsbene�ts [68]. The VDM computes a distance for each pair of the di�erent valuesa nominal feature can assume. It essentially compares the relative frequencies ofeach pair of distinct values across all classes. Two feature values have a smalldistance if their relative frequencies are approximately equal for all outputclasses. Cost and Salzberg presented a nearest neighbor algorithm that uses a



CHAPTER 2. SUPERVISED INDUCTIVE LEARNING MODELS 16modi�cation of VDM, called MVDM (Modi�ed Value Di�erence Metric) [16].The main di�erence between MVDM and VDM is that their method's featurevalue di�erences are symmetric. This is not the case for VDM. A comparisonof MVDM and Bayesian classi�er is presented in [59].NN algorithm can be quite e�ective when the features of the domain areequally important. However, it can be less e�ective when many of the featuresare misleading or irrelevant to classi�cation. To avoid this problem, weakly rel-evant features should have lower weights and strongly relevant features shouldhave higher weights in Equation 2.5 where the weight of a feature f is rep-resented by wf . Assigning di�erent weights to the features of the instancesbefore applying the NN algorithm distorts the feature space, modifying theimportance of each feature to re
ect its relevance to classi�cation. In this way,similarity with respect to relevant features becomes more critical than similar-ity with respect to irrelevant features. A weight learning method for the NNalgorithm will be described in Chapter 6.In fact NN is a specialization of a more general algorithm called the k{Nearest Neighbor algorithm (k{NN), which classi�es a new instance by a ma-jority voting among its k (� 1) nearest neighbors using some distance metricsin order to reduce the e�ect of noisy training instances.An average-case analysis of k-NN classi�ers for Boolean threshold functionson domains with noise-free Boolean features and a uniform instance distancedistribution is given by Okamoto and Satoh [53]. They observed that theperformance of the k-NN classi�er improves as k increases, then reaches amaximum before starting to deteriorate, and the optimum value of k increasesgradually as the number of training instances increases.2.3 Decision TreesOne of the most well known and widely experimented inductive learning ap-proaches is decision trees. The original idea goes back to the work by Hunt,Marin and Stone [37]. Other researchers have arrived independently at similar



CHAPTER 2. SUPERVISED INDUCTIVE LEARNING MODELS 17methods such as the CART system [13]. This same idea also produces ID3[55], PLS1 [60], ASSISTANT [14]. The principal name for Quinlan's famousdecision tree induction program is C4.5 [58], which is the descendant of anearlier version called ID3.Given a set of preclassi�ed instances, decision tree learning systems generatea tree structure that can be used to classify new instances. Each instance isdescribed by a set of feature values, which can have either continuous (linear)or discrete (nominal) values, with the corresponding class (category) label. Adecision tree is either� a leaf, indicating a class, or� a decision node that speci�es some test to be carried out on a singlefeature value, with one branch and subtree for each possible outcome ofthe test.A new test instance is classi�ed by starting at the root of the tree and movingthrough it until a leaf is encountered. At each nonleaf decision node, the testat the node shifts the search to the branch determined by the correspondingfeature value of the test instance. When this process �nally reaches a leaf node,the class label stored at the leaf node is returned as the predicted class valueof the test instance.Decision trees are built using a divide and conquer approach. The skeletonof decision tree construction from a set T of training instances is simple. Letthe classes be denoted C1, C2, : : : , Ck. There are three possibilities:� T contains one or more instances, all belonging to a single class Cj:The decision tree for T is a leaf identifying class Cj.� T contains no cases:The decision tree is again a leaf, but the class to be associated with theleaf must be determined from information other than T . For example,C4.5 uses the most frequent class at the parent of this node.



CHAPTER 2. SUPERVISED INDUCTIVE LEARNING MODELS 18� T contains cases that belong to a mixture of classes:In this situation, the idea is to re�ne T into subsets of instances that seemto be single{class collections of instances. A test is chosen, based on asingle feature, that has one or more mutually exclusive outcomes O1, O2,: : : , On. T is partitioned into subsets T1, T2, : : : , Tn, where Ti containsall the cases in T that have outcome Oi of the chosen test. The decisiontree for T consists of a decision node identi�ed by test, and one branchfor each possible outcome. The same procedure is applied recursively foreach subset of training instances produced by this test. That is, the ithbranch leads to the decision tree constructed from the subset Ti.Each internal node contains a test that will partition the training instances.The most important decision criteria in decision tree induction is how to decidethe best test on a given node. One must use some heuristics to �nd the bestdecision nodes because the problem of �nding the best decision tree is NP-complete. C4.5 uses information{gain criterion to evaluate the goodness of atest. Given a set of training instances T and a test X with n outcomes, theinformation can be found as the weighted sum over the subsets:infoX(T ) = nXi=1 jTijjT j � info(Ti) (2.7)The information gain that is gained by partitioning T according to this test Xis: gain(X) = info(T ) � infoX (T ) (2.8)The information{gain criterion selects the test to maximize this informationgain. Although this criterion gave quite good results, it has a strong bias fortests with many outcomes. To overcome this bias problem, another criterion,called gain ratio criterion is introduced [58]:gain ratio(X) = gain(X) = split info(X) (2.9)where split info(X) is de�ned as:split info(X) = � nXi=1 jTijjT j � log2( jTijjT j ) (2.10)split info represents the potential information generated by dividing T into nsubsets. Information gain measures the information relevant to classi�cation



CHAPTER 2. SUPERVISED INDUCTIVE LEARNING MODELS 19arising from the division. Then, the gain ratio is the proportion of informationgenerated by the division that appears helpful.There are three tests considered in C4.5:� The standard test on a discrete feature, with one outcome and branchfor each possible value of that feature,� A more complex test, based on a discrete feature, in which the possiblevalues are allocated to a variable number of groups with one outcomefor each group rather than each value. This form of test is optionallyinvoked in C4.5.� For a continuous feature f , a binary test with outcomes f � V andf > V , based on comparing the value for f against a threshold value V .To �nd a threshold value, the instances are �rst sorted with respect tothe values of the feature f . Let those sorted values be v1, v2, : : : , vm.The midpoint between each vi and vi+1 is considered as a representativethreshold and m � 1 such midpoints are all examined as a candidatethreshold.The construction process of a decision tree makes use of a hidden assump-tion that the outcome of a test for any instance can be determined. Theoutcome of a test is both required when partitioning a set T into subsets Tiand when classifying a test instance using a decision tree. Since every test isbased on a single feature, the outcome of a test can not be determined unlessthe value of that feature is known. The solution of C4.5 to overcome the prob-lem of unknown (missing) feature values in training, is to evaluate the tests bysimply ignoring the instance with unknown value i.e. excluding that instance inthe gain calculations. Then the partition is done according to the selected testand the instance with missing value is inserted in all subsets with a probabilityto be in that subset. When classifying a test instance, if a decision node havinga test that is unknown is reached, all possible outcomes are explored and theprobabilistic classi�cations are combined arithmetically. Then the class withthe highest probability is the predicted class of the test instance.



CHAPTER 2. SUPERVISED INDUCTIVE LEARNING MODELS 20Another problemwith decision trees is that the resulting tree of C4.5 is oftena very complex tree that \over�ts the data" by inferring more structure thanis justi�ed by the training instances. A decision tree is not usually simpli�edby deleting the whole subtree in favor of a leaf. Instead, the idea is to removeparts of the tree that do not contribute to classi�cation accuracy on unseeninstances, producing something less complex and thus more comprehensible.This process is known as the pruning [58].A simpler decision tree learning approach, called 1R system, is later pro-posed by Holte [36]. It is based on the rules that classify an object on thebasis of a single feature that is, they are 1-level decision trees, called 1-rules[36]. The input of the 1R algorithm is a set of classi�ed training instances andthe output is a concept description in the form of 1-rule. Since each featureis considered separately in 1R system, missing feature values can be simplyignored instead of ignoring the instance containing missing value. Then, one ofthe concept descriptions on a feature is chosen as the �nal concept descriptionby selecting the one that makes the smallest error on the training dataset.Holte used sixteen datasets, fourteen of which were selected from the collec-tion of UCI-Repository [51], to compare 1R and C4.5 [36]. The main result ofcomparing 1R and C4.5 was an insight into the tradeo� between simplicity andaccuracy. 1R rules are only a little less accurate (about 3 percentage points)than C4.5's pruned decision trees on almost all of the datasets. Decision treesformed by C4.5 are considerably larger in size than 1-rules. Holte shows thatsimple rules such as 1R are as accurate as more complex rules such as C4.5.Another decision tree algorithm is T2 (decision trees of at most 2-levels)[12]. Its computation time is almost linear in the size of training set. The T2algorithm is evaluated on 15 common real-world dataset. It is shown that themost of these datasets, T2 provides simple decision trees with little or no lossin accuracy compared to C4.5.SADT [34] and OC1 [52] are decision tree induction methods, which par-tition instances using oblique hyperplanes. Standard decision tree techniques,such as C4.5 [58], partition a set of points with axis-parallel hyperplaneswhereas oblique decision tree algorithms attempts to �nd hyperplanes at any



CHAPTER 2. SUPERVISED INDUCTIVE LEARNING MODELS 21orientation. SADT and OC1 use a randomized approach for generating de-cision trees using non-axis-parallel hyperplanes. The purpose of these moregeneral techniques is to �nd smaller but more accurate decision trees and theexperiments have shown that in some cases they produce small trees withoutlosing predictive accuracy.2.4 Naive Bayesian Classi�erBayesian classi�er originating from work in pattern recognition is a probabilis-tic approach to inductive learning [24, 29]. Given the observed feature valuesfor an instance and the prior probabilities of classes, the a posteriori probabil-ity that an instance belongs to a class is estimated. The class with the highestestimated probability is predicted as the class of the instance. Bayesian classi-�ers assume that features may be statistically dependent. On the other hand,Naive Bayesian Classi�er assumes that features are independent.Bayes Decision Theory is a probabilistic approach to the problem of patternclassi�cation. The prediction of a class label depends on probability values andit is assumed that all of the relevant probability values are known.Suppose we are given a domain de�ned by d features and with k classes.The classi�cation problem is to predict a class among k classes for the un-seen example using the concept description induced from training instances.The probabilistic representation of a concept stores probabilistic informationabout each class. This information includes P (Ci), which speci�es the a pri-ori probability that one will observe a member of class Ci, and a set of con-ditional probabilities, specifying a probability distribution for each feature.From this probabilistic concept description and a given feature value vectorx =< x1; : : : ; xd > of the new example to be classi�ed, the a posteriori prob-ability P (Cijx) for each class are computed. Bayes rule allows us to computethe a posteriori probability P (Cijx) using the a priori probability P (Ci) andthe class conditional density p(xjCi):P (Cijx) = p(xjCi)P (Ci)p(x) (2.11)



CHAPTER 2. SUPERVISED INDUCTIVE LEARNING MODELS 22where p(x) = kXi=1 p(xjCi)P (Ci) (2.12)There are many di�erent ways to represent classi�ers. One way is in termsof a set of discriminant functions gi(x), i = 1; ::; k where k is the number ofclasses. The classi�er is set to assign a feature vector x to class Ci ifgi(x) > gj(x) for all i 6= j: (2.13)Thus, the classi�er can be viewed as a machine that computes discriminantfunctions and selects the class (category) whose discriminant function has thelargest value.For the general case we can let gi(x) = P (Cijx), so that the maximumdiscriminant function corresponds to the maximum a posteriori probability.The classi�er would simply select the class Ci with maximum P (Cijx).The choice of discriminant functions is not unique. More generally, if everygi(x) is replaced by f(gi(x)), where f is a monotonically increasing function, theresulting classi�cation is unchanged. This observation can lead to signi�cantanalytical and computational simpli�cations. In particular, for minimum-error-rate classi�cation, any of the following choices gives identical classi�cationresults, but some can be much simpler to understand or to compute thanothers [24]: gi(x) = P (Ci;x) (2.14)gi(x) = P (xjCi)P (Ci)Pcj=1 P (xjCj)P (Cj) (2.15)gi(x) = P (xjCi)P (Ci) (2.16)gi(x) = logP (xjCi) + logP (Ci) (2.17)Even though the discriminant functions can be written in a variety of forms,the decision rules are equivalent. The e�ect of any decision rule is to divide



CHAPTER 2. SUPERVISED INDUCTIVE LEARNING MODELS 23train(TrainingSet):beginfor each feature ffor each class c�nd all distinct values of f in examples of class c in TrainingSetfor each distinct value vcount the number of examples of class c /* call count[v, c] */end. Figure 2.3. The Training in the NBC Algorithm.the feature space into k decision regions, R1; ::; Rk. If gi(x) > gj(x) for alli 6= j, then x is in Ri and the decision rule calls for us to assign x to Ci.The regions are separated by decision boundaries, surfaces in feature spacewhere ties occur among the largest discriminant functions. If Ri and Rj arecontiguous, the equation for the decision boundary separating them isgi(x) = gj(x): (2.18)While this equation may appear to take di�erent forms depending on the formschosen for the discriminant functions, the decision boundaries are, of course,the same. For points on the decision boundary, the classi�cation is not uniquelyde�ned. For a Bayes classi�er, the conditional risk associated with either de-cision is the same, and it does not matter how ties are broken. No matterwhich discriminant function is used, P (xjCi) has somehow to be computed.Since Naive Bayesian Classi�er assumes that features are independent, it canbe computed as follows: P (xjCi) = nYf=1P (xf jCi): (2.19)The training in a particular implementation of the Naive Bayesian Classi-�er is given in Figure 2.3 and the classi�cation is given in Figure 2.4. Thisparticular implementation, which is called as NBC, estimates the conditionalprobability density functions p(xf jCi) for a given feature value xf for the f thfeature using the frequency of observed instances around xf . This probabil-ity density estimation algorithm is given in Figure 2.5. P (xf jCi) for nominal



CHAPTER 2. SUPERVISED INDUCTIVE LEARNING MODELS 24classify(e):beginfor each class c/* class count[c]: number of examples that have the class value c */g[c] = class count[c] / (number of training examples)for each feature fg[c] = g[c] * probability(e, f , c)return class c with highest g[c]end. Figure 2.4. The Classi�cation in the NBC Algorithm.features is the ratio of the number of training examples of class Ci with valuexf for feature f over total number of training examples of class Ci. P (xf jCi)for continuous features is computed using the frequency of examples of classCi with the smallest value larger than xf and the largest value smaller thanxf . Instead of this approach for continuous features used in NBC, continuousfeatures are discretized into 10 bins of uniform size in MLC++ [43] and theconditional probability is computed as done for nominal features using the fre-quency counts. If there is a class value with zero counts, that class is ignoredand never be predicted. If there are no examples for class Ci with feature valuexf for feature f , the conditional probability, P (xf jCi), will be zero. In our cur-rent NBC implementation, for continuous features P (xf jCi) is estimated usingthe frequency of examples of class Ci having values around xf . But for nominalfeatures, the zero conditional probability is kept as it is and the conditionalprobability, P (xjCi), becomes zero, which eliminates Ci from consideration.Some other approaches to avoid a zero estimate for P (xjCi) are proposed byKohavi [42].Some other implementations of Naive Bayesian Classi�er assume a particu-lar distribution such as normal distribution for continuous features. The struc-ture of a Bayes classi�er is determined primarily by the conditional probabilitydensities p(xf jCi) and the probability density function for normal distribution



CHAPTER 2. SUPERVISED INDUCTIVE LEARNING MODELS 25
probability(e, f , c):beginif f is a nominal featurereturn ( count[ef , c] / class count[c] )else /* f is continuous */if ef has seen in the training examples of class c thenif ef is the only value of f in the training setreturn (1.0)else if ef is the smallest value of f in the training setcount = count[ef , c] / (smallest of larger - ef )else if ef is the largest value of f in the training setcount = count[ef , c] / (ef - largest of smaller)else /* ef is in the middle of some values */difference = smallest of larger - largest of smallercount = count[ef , c] / difference * 2else if ef is smaller than the smallest value of f in examples of class ccount = count[smallest, c] / (smallest - ef )else if ef is larger than the largest value of f in examples of class ccount = count[largest, c] / (largest - ef )else /* there are values smaller and larger than ef */difference = smallest of larger - largest of smallercount = (count[smallest of larger, c]+count[largest of smaller, c])/ 2 / differencereturn ( count / class count[c] )end.Figure 2.5. Computing the a posteriori probabilities in the NBC Algorithm.



CHAPTER 2. SUPERVISED INDUCTIVE LEARNING MODELS 26is as follows: p(xf ) = 1p2��2 e�(xf��)2=2�2: (2.20)The normal density is completely speci�ed by two parameters, the mean � andthe variance �2. We say that xf is normally distributed with mean � and vari-ance �2. Since we are trying to �nd the conditional probability distribution ofvalues xf given that the class value is Ci, we compute the mean and variancefor each class separately. That is, the mean and the variance of the xf values ofeach class Ci examples de�ne the conditional probability distribution of featuref given that the class is Ci. Another Naive Bayesian Classi�er developed dur-ing this thesis assumes normal distribution for continuous features and treatsnominal features as usual, which we call NBCN in short throughout this thesis.Naive Bayesian Classi�ers handle missing (unknown) feature values by sim-ply ignoring the feature with the missing value instead of ignoring the wholeinstance. When an instance x has an unknown value for feature f , the condi-tional probabilities (P (xf jCi)) of each class Ci are assigned to 1, which has noe�ect on the product of probabilities distributed by each feature. Therefore,the probabilities of classes are computed by only the features having knownvalues and the features having unknown values are simply ignored.Naive Bayesian Classi�er assumes that the features are independent fromeach other. It is a classical classi�cation algorithm originating from work inpattern recognition and has been found successful in terms of classi�cationaccuracy in many domains, including medical diagnosis, compared with As-sistant, which is an ID3-like [55] inductive learning system. It has also beenconcluded that induction of decision trees is relatively slow as compared toNaive Bayesian Classi�er [44].



Chapter 3Feature Projection BasedLearning ModelsFeature projections for knowledge representation constitutes the backgroundfor this thesis. Given a set of training instances with class labels, knowledgefor concepts (or classi�cation) is maintained as the projections of the trainingset on each feature dimension separately. The rationale behind this knowledgerepresentation is that humans maintain knowledge in this form, especially inmedical domains. An example for this approach is the CRiteria Learning Sys-tem (CRLS) [72], which aims to learn decision rules in the form of criteriatables as humans do. The most important advantage of this representation isthat the projections of the feature values can be organized for each feature ina way that it reduces the time for the computation of similarity to all traininginstances for nearest neighbor like techniques. An additional advantage is theeasy and natural handling of missing feature values. On the other hand, thedisadvantage of the representation by feature projections is that it is possible tolose the knowledge conveyed by the combination of the individual informationencoded by several features together.First, I will describe the k{Nearest Neighbor on Feature Projections (k-NNFP) algorithm [8], which is a new version of the classical k-NN algorithmand uses feature projections knowledge for representation.27



CHAPTER 3. FEATURE PROJECTION BASED LEARNING MODELS 28After describing the k-NNFP algorithm, the �rst feature projection basedclassi�er called as the Classi�cation by Feature Partitioning (CFP) algorithm[32] is explained. The basic unit of representation|a disjoint feature interval|in the CFP algorithm represents only one class for a range of values in a feature.Then the Classi�cation by Overlapping Feature Intervals (COFI) algorithm[73] was developed to make the basic unit of representation |an overlappingfeature interval| more powerful by allowing it to represent more than oneclass. The common property of the CFP and the COFI algorithms is that theyboth consider each feature separately in an incremental manner. Incrementallearning algorithms are sensitive to the presentation order of the instances. Inorder to prevent such an e�ect, the next feature projection based algorithmsare developed in non-incremental fashion. One of them is the set of FeatureIntervals Learning (FIL) algorithms [7] and the other is the set of Voting Fea-ture Intervals (VFI) algorithms [22], which make up the main subject of thisthesis. Both FIL and VFI algorithms do not require any domain dependentparameters as the CFP and COFI algorithms do.Next section describes the k-NNFP algorithm. Section 3.2 and 3.3 discussesthe CFP and the FIL algorithms respectively. The COFI algorithm is explainedin Section 3.4.3.1 K Nearest Neighbor Classi�cation on Fea-ture ProjectionsK Nearest Neighbor on Feature Projections (k-NNFP) [8] is a non-incrementalsupervised learning algorithm which also represents the concept descriptionsas the projections of the training instances on each feature dimension. Theclassi�cation is based on a majority voting on individual classi�cations of eachfeature. To determine the individual classi�cations of each feature, k{nearestneighbor algorithm is applied on that feature projection of instances. Thek-NNFP algorithm based on feature projections can be categorized as bothSingle-Class and Multi-Class under FPB learning models (see Figure 2.1). Itcan be categorized as Single-Class because the projections of single instances



CHAPTER 3. FEATURE PROJECTION BASED LEARNING MODELS 29are kept without any generalization in the k-NNFP algorithm. It can also becategorized as Multi-Class when k > 1 because in the majority voting severalclasses are represented by the k neighbors of the instance to be classi�ed.In the training phase, each training instance is stored simply as its projec-tions on each feature dimension. If the value of a training instance is missingfor a feature, that instance is not stored on that feature. In order to classify aninstance, a preclassi�cation separately on each feature dimension is performed.During this preclassi�cation, the k{NN algorithm on that single dimension isused. That is, for a given test instance t and feature f , the preclassi�cationfor k = 1 will be the class of the training instance whose value on feature fis the closest to that of the t. For a larger value of k, the preclassi�cation isa bag (multiset) of classes of the nearest k training instances. In other words,each feature has exactly k votes, and gives these votes for the classes of thenearest training instances. In some cases, especially for nominal features, theremay be ties to determine the �rst k nearest neighbors. In such cases ties arebroken randomly. For the �nal classi�cation of the test instance t, the preclas-si�cation bags of each feature are collected using bag union. Finally, the classthat occurs most frequently in the collection bag is predicted to be the class ofthe test instance. In other words, each feature has exactly k votes, and givesthese votes for the classes of the nearest training instances. Since each featureis processed separately, no normalization of feature values is needed.The distance between the values on a feature dimension is computed usingdiff(f; x; y) metric as follows:diff(f; x; y) = 8>>><>>>: jxf � yf j if f is linear0 if f is nominal and xf = yf1 if f is nominal and xf 6= yf (3.1)The k-NNFP algorithm handles unknown feature values in a straight for-ward manner. If the value of a test instance for a feature f is missing, thenfeature f does not participate in the voting for that instance. The �nal votingis done between the features for which the test instance has a known value.That is, unknown feature values are simply ignored.



CHAPTER 3. FEATURE PROJECTION BASED LEARNING MODELS 30A set of experiments have been performed to evaluate the k-NNFP algo-rithm on some real-world datasets for k = 1; 2; : : : 10 [8]. These experimentsshow that the k-NNFP algorithm achieves comparable accuracy with the k-NN algorithm. On the other hand, the average running time of the k-NNFPalgorithm is much less than that of the k-NN algorithm. The reason for this isthat the k-NNFP algorithm treats feature values independently, whereas thek-NN algorithm treats all instances as points in d-dimensional Euclidean space.The k-NNFP algorithm stores the feature projection of the training instancesin a sorted order. Therefore, the classi�cation of a new instance requires asimple search of the nearest training instance value. On the other hand, inthe k-NN algorithm, a new search must be done for each test instance in thewhole Euclidean space. The experiments also have shown that the classi�ca-tion accuracy of the k-NNFP algorithm usually increases when the value of kincreases [8]. On the other hand, it has been observed that the increase in thevalue of k does not result in a parallel increase in the accuracy of the k-NNalgorithm.3.2 Classi�cation by Feature PartitioningThe Classi�cation by Feature Partitioning (CFP) algorithm is a method forlearning from examples that uses feature projections for knowledge representa-tion [31, 32, 71]. It is an incremental supervised inductive learning algorithmwhere instances are stored by their feature projections over each feature dimen-sion. In the training phase, disjoint feature intervals (also called as intervalin this section shortly) of concept de�nitions are constructed by generalizationand specialization. An interval representing a single class is a basic unit ofknowledge representation in this algorithm, therefore the CFP algorithm canbe categorized as a Single-Class FPB learning algorithm (see Figure 2.1. Foreach interval, lower and upper bounds of the feature values, the associatedclass, and the number of instances it represents are maintained.Initially, an interval is a point on a feature dimension. It can be extended
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x7x4 x5 x6Figure 3.1. Construction of intervals in the CFP algorithm: (a) after e1 isprocessed, (b) after e2 is processed, (c) after e3 is processed, (d) after all traininginstances are processed.through generalization with other neighboring points in the same feature di-mension. In order to avoid overgeneralization, a parameter, called generaliza-tion limit (Df ), is provided by the user as a domain dependent parameter.Before generalizing an interval on a feature dimension f to cover a new point,the distance between the interval and the new point must be less than Df .Otherwise, the new value forms a new point interval on that feature dimen-sion. During training, if the feature value of a training instance falls into aninterval properly with the same class, simply the representativeness value is in-cremented by one. However, if it falls into an interval with a di�erent class thanthat of the instance, specialization of that interval is made by dividing it intosubintervals and inserting a point interval for the new value in between them.The representativeness values of these new intervals are updated according totheir sizes.Figure 3.1 shows the construction of intervals in the CFP algorithm. Let usconsider a training dataset with only one feature. The �rst instance e1 formsa point interval at the feature value x1 on this feature dimension. After thesecond instance e2, a range interval is constructed and its lower and upperbounds are x1 and x2, respectively, since these two instances have the same



CHAPTER 3. FEATURE PROJECTION BASED LEARNING MODELS 32class, as shown in Figure 3.1.b. Here, we assume that the generalization dis-tance is greater than the di�erence between x1 and x2. The third instance withdi�erent class, C2, specializes the interval into two subintervals by inserting anew point interval in between them. In Figure 3.1.c, the fourth instance e4with class C1 just increases the representativeness count of the interval thatcovers it. Let us assume the next three instances belong to class C2, and theirrelated feature values are between x4 and x2. In this case, the interval [x3; x2]in Figure 3.1.b is partitioned into four intervals for class C1 and point intervalsare constructed for the second class C2 as shown in Figure 3.1.d.During the training process in the CFP algorithm, feature weights and fea-ture intervals of each concept are learned in an incremental manner. Initially,all feature weights are taken as 1. Assume that a new training example ismisclassi�ed by a feature f . Then the weight of that feature (wf) is decreasedby multiplying it by (1 - 4). Otherwise, it is increased by multiplying it by (1+ 4). Here, 4 is the global feature adjustment rate, given as a parameter toCFP.Classi�cation of an unseen instance is based on a vote taken among thepredictions made by each feature separately. The prediction of a feature isdetermined by the value of that instance on that feature. If it falls into aninterval with a known class, then the prediction is the class of that interval.If it falls on a point interval, the class with highest representativeness value ischosen among all the intervals at that point. If it doesn't fall in any interval,then no prediction for that feature is made. The e�ect of the prediction ofa feature in the voting is proportional to the weight of that feature. The�nal classi�cation is based on a weighted majority voting taken among localpredictions of features.In the CFP algorithm, feature intervals are constructed as disjoint sets offeature values. However, intervals may have common boundaries. In such cases,the representativeness values of the intervals are used to determine the predic-tion: the class label of the interval which has the maximum representativenessvalue is predicted.Several extensions to the CFP algorithm have been presented in order to
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Figure 3.2. Construction of intervals in the CFP algorithm by changing theorder of the training instances. Note that here the same set of instances inFigure 3.1, but in a di�erent order, is used as the training set: (a) after e3, e7,e5 and e6 are processed, (b) after all instances are processed.handle noisy values [70, 71] and determine the domain dependent parameters(Df and 4) of the CFP algorithm [31].In the noise-tolerant version of the CFP algorithm, feature intervals thatare believed to be introduced by noisy examples are removed from the memory[71]. A new parameter, called con�dence threshold (or level) is introduced tocontrol the process of removing the intervals from the concept description. Thecon�dence threshold and observed frequency of the classes are used togetherto decide whether an interval is noisy or not.In order to learn feature weights and domain dependent parameters of theCFP algorithm, a hybrid system, called GA-CFP, which combines a geneticalgorithm with the CFP algorithm has been developed [31]. The genetic algo-rithm is used to determine a very good set of domain dependent parameters(4 and Df for each feature) of the CFP, even when trained with a small setof the data set1. An algorithm that hybridizes the classi�cation power of thefeature partitioning CFP algorithm with the search and optimization powerof the genetic algorithm, called GA-CFP, requires more computation than the1For example, 20% of all the training data set might be used.



CHAPTER 3. FEATURE PROJECTION BASED LEARNING MODELS 34CFP algorithm, but achieves improved classi�cation performance.Figure 3.2 illustrates a limitation for the CFP algorithm. In order to seethe e�ect of the order of presentations of training instances, let us constructintervals by the CFP algorithm by changing the order of training instances.In this case, all instances with class C2 were processed before other instanceswith class C1 in the previous example, then the intervals would have beenconstructed as shown in Figure 3.2. Firstly, a range interval is constructed forthe class C2 from the �rst four instances as shown in Figure 3.2a, and thenthree point intervals are constructed for the last three instances of class C1 as inFigure 3.2b. The concept descriptions (intervals) in Figure 3.1 and Figure 3.2are very di�erent from each other although the same training instances wereprocessed. This indicates that the order of the instances is very important andit a�ects the resulting concept descriptions considerably. The di�erent conceptdescriptions can classify a test instance as of di�erent classes. For example,the test instance < x8; ? > where x5 < x8 < x6 will be classi�ed as C1 by theintervals constructed in Figure 3.1 and as C2 according to feature intervals inFigure 3.2.The FIL algorithms [7] are non-incremental learning algorithms, thus o�er asolution to this problem. They are given all the training instances at once, andconstructs intervals independently from the presentation order of the traininginstances. Next section will describe the FIL algorithms and illustrate theconstruction of intervals for the same dataset in Figures 3.1 and 3.2.3.3 Feature Intervals Learning AlgorithmsFeature Intervals Learning (FIL) algorithms are a set of non-incremental su-pervised inductive learning algorithms that also use feature projections torepresent the concept description [7]. From a set of training instances, FILalgorithms construct disjoint intervals (also called as interval in this sectionshortly) for each feature. An interval in the FIL algorithms represents a sin-gle class, therefore the FIL algorithms can be categorized as Single-Class FPBlearning algorithms. In the basic FIL algorithm FI1, an interval is represented



CHAPTER 3. FEATURE PROJECTION BASED LEARNING MODELS 35by four parameters: lower bound, upper bound, representativeness count andassociated class label. Lower and upper bounds of an interval are the minimumand maximum feature values that fall into the interval respectively. Represen-tativeness count is the number of the instances that the interval represents,and the class label is the associated class of the interval. An interval is eithera point interval, whose lower and upper bounds are the same or a range in-terval, whose upper bound is greater than its lower bound. A point intervalis either constructed from a single-class point, which is a value on a featuredimension that belongs to a single class label or a multi-class point, which is avalue on a feature dimension that belongs to more than one class label. TheFIL algorithms construct the concept description by generalizing neighboringsame single-class points into range intervals. These range intervals are disjoint;that is, a range interval represents only one class. However, multi-class pointsrepresent more than one class and in that case a set of point intervals areconstructed for multi-class points. Therefore, both point and range intervalsconstructed by the FIL algorithms represent a single class.The classi�cation is based on a majority voting taken among the individualpredictions of features. The classi�cation of a feature is based not only on thevalue of the test instance on that feature dimension but also on the featureintervals constructed during the training phase. Each feature predicts only asingle class. FIL algorithms assume that features may have di�erent levels ofrelevances. Assuming equal relevance is a special case of weighted-voting; thatis, each feature contributes to voting process with equal weights. The featureweights are given to the FIL algorithms externally by the user. If they are notgiven, then all features assume equal weights; so, each feature has the samevoting power in the determination of the �nal class prediction.The classi�cation on a feature is simply a search process on that featuredimension. If the feature value of the test instance on that feature is containedby an interval, then the prediction will become the class of that interval. Ifit falls in a multi-class point, the class of the interval with the maximumrepresentativeness count will be predicted. Otherwise, if it is not containedby any interval, then no prediction is made by that feature, hence no voteis taken from that feature. In order to determine the �nal classi�cation, the
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3Figure 3.3. Construction of the intervals in the FIL algorithms with using thesame dataset as used in Figure 3.1 and Figure 3.2.individual vote of each feature are summed up. The class which receives themaximumvote is the classi�cation for the test instance. The voting mechanismof the FIL algorithms are similar to that of the CFP algorithm, where eachfeature votes for only one class and when all the features are equally relevant,the sum of these individual votes determine the �nal classi�cation.Figure 3.3 shows the intervals with their representativeness counts con-structed by the FIL algorithms from the training datasets given in Figures 3.1and 3.2. The �rst three intervals are point intervals constructed from single-class points, the fourth is a range interval, and the last one is again a pointinterval. The initial version FI1 [7] keeps the representativeness counts |thenumber of training instances in the corresponding interval| of each intervalas shown above each interval in Figure 3.3. Since the FIL algorithms processall the training instances at once, the di�erent orderings of the same set oftraining instances shown in Figures 3.1 and 3.2 do not result in di�erent set ofintervals. On the other hand, CFP might construct di�erent set of intervals forthe same training dataset with di�erent orderings. Moreover, FIL algorithmsdo not require domain dependent parameters such as Df and 4 as in the caseof the CFP algorithm.FI2 is the slightly modi�ed version of the initial algorithm FI1 [7]. FI2keeps the relative representativeness count, which is the ratio of the number oftraining instances to the total number of training instances of the correspondingclass rather than absolute representativeness count. This might only changethe classi�cation on multi-class points and FI2 is more fair than FI1 in thesense that classes that appear less frequently have now a greater chance to bepredicted on multi-class points that they had in FI1.



CHAPTER 3. FEATURE PROJECTION BASED LEARNING MODELS 37Since after the training phase is completed, always the same class is pre-dicted from multi-class points in classi�cation, it is unnecessary to store severalpoint intervals for multi-class points. To eliminate this unnecessary storage,FI3 [7] is investigated. The point interval having the maximum representa-tiveness count is chosen as the class of the interval on a multi-class point.The elimination of the point intervals with lower representativeness counts is akind of pruning, but FI3 is careful with this pruning when two classes have veryclose representativeness counts. Therefore, the point interval kept is assigneda weight equal to the the di�erence between two maximum representativenesscounts divided by the total number of representativeness counts of multi-classpoints at that feature value. With this modi�cation, the point intervals con-structed after pruning contributes to the voting with that weight whereas rangeintervals and point intervals constructed from single-class points have a vot-ing weight of 1. This weight assigning step in FI3 causes the point intervalsconstructed from single-class points to have the maximum weight of 1. Butthese single-class points might be noisy intervals and to decrease the e�ect ofsuch intervals, FI4 is developed [7]. Training in FI4 is identical to FI3 exceptnormalization of feature interval weights according to class distributions in thetraining set.3.4 Classi�cation with Overlapping FeatureIntervalsThe Classi�cation with Overlapping Feature Intervals (COFI) algorithm is an-other incremental concept learning algorithm that uses feature projections togeneralize knowledge. Classi�cation knowledge learned is maintained in theform of overlapping feature intervals (also called as interval in this sectionshortly). The COFI algorithm makes generalizations to construct the conceptdescriptions from a set of preclassi�ed training instances. Concept descriptionslearned by the COFI algorithm are represented as intervals on the class dimen-sions for each feature. Since the overlapping feature intervals in the COFIalgorithm allow the representation of several classes instead of a single class,it can be categorized as a Multi-Class FPB learning algorithm.
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2 Figure 3.4. An example of construction of intervals in the COFI algorithm:(a) after e1, e2, e3 and e4 are processed, (b) after e5 and e6 are processed.In the training process, examples are processed one by one and the corre-sponding intervals on each class dimension for each feature are constructed.The COFI algorithm performs the learning task by constructing the projectionof the concepts over each class dimension for each feature, that is, the COFIalgorithm learns the overlapping feature intervals for each feature. Learningoverlapping feature intervals is done by storing the objects separately in eachclass dimension for each feature as class intervals of values. An interval consistsof four parameters: lower and upper bounds, representativeness count and aclass label. Lower and upper bounds of the interval are the minimum and max-imum feature values that fall into the interval respectively. Representativenesscount is the number of the instances that the interval represents, and �nallythe class label is the associated class of the interval.The �rst task of the training process is the estimation of the current gen-eralization distances, Df , for each feature f . They are computed as:Df = (current maxf � current minf) � g: (3.2)Here the current maximum and current minimum feature values are themaximum and minimum values of the related feature seen up to the currentexample and g is the generalization ratio in the range [0; 1]. Df values are



CHAPTER 3. FEATURE PROJECTION BASED LEARNING MODELS 39updated by each new training example. Since current maximum and minimumof features change through out the training process, the COFI algorithm isa�ected also by the presentation order of the training instances. In the �rsttraining instance, the maximum and the minimum values are equal to eachother and they are the �rst feature values of the related feature of the traininginstance. Therefore, initially all the generalization distances are 0 for eachfeature. If the feature values of the next training instance are di�erent fromthe previous example's feature values, then one of the maximum and minimumvalue of the related feature is updated so the generalization distance will alsobe updated.After deciding the generalization distance Df , the intervals should be up-dated according to Df . If the distance between the feature value of the newexample and the previously constructed intervals is greater than the Df , thenthe new example constructs a new point interval. Otherwise, simply the repre-sentativeness count of the interval containing it is incremented by 1. The COFIalgorithm handles both the linear and nominal feature values. However, thegeneralization process is applied only to linear type features. Nominal featurevalues are not generalized, taking Df as 0 for nominal features.Figure 3.4 illustrates the construction of overlapping feature intervals in theCOFI algorithm. This sample training set with one feature and two classes.The incremental computation of Df;c for each class dimension is also shown inthe Figure 3.4. For this example, on the C1 class dimension only point intervalsare constructed since the di�erence between feature values do not exceed Df;1.On the other hand, on the second class dimension, the value of the last traininginstance forms a range interval, since the di�erence between feature values isgreater than Df;2.The classi�cation of an unseen test instance is based on a majority votingtaken among the individual predictions based on the votes of the features. Thevote of a feature is based solely on the value of the test instance for that feature.The vote of a feature is not for a single class but rather a vector of votes, calledvote vector. The size of the vector is equal to the number of classes. An elementof the vote vector represents the vote given by the feature to the correspondingclass. The vote that a feature gives to a class is the relative representativeness
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Chapter 4Classi�cation by Voting FeatureIntervalsThis chapter introduces the new classi�cation algorithms developed duringthis thesis. The common name for a set of non-incremental classi�ers is VotingFeature Intervals (VFI) and they all use the feature projections knowledge rep-resentation scheme used in CFP, COFI, k-NNFP, and FIL algorithms describedin Chapter 3. They are called \Voting Feature Intervals" because feature in-tervals are constructed on each feature dimension in the learning phase and thecorresponding intervals on each feature votes for each class in the classi�cationphase of the VFI algorithms. VFI algorithms also consider each feature sepa-rately as in the case of Naive Bayesian Classi�er as well as the other featureprojection based learning methods. A voting scheme is used in classi�cation tocombine the individual classi�cations of each feature similar to other featureprojection based methods. The encouraging results and the advantages of thefeature projections knowledge representation and classi�cation voting schemessuch as speed and handling missing feature values motivated us to come up withthis new classi�cation technique. The concept is still represented as projectionson each feature dimension separately, but the basic unit of representation |afeature interval| in the VFI algorithms is somewhat di�erent from the inter-vals of the CFP and the FIL classi�ers. Unlike disjoint segments in CFP anddisjoint intervals in FIL algorithms, a feature interval can represent instances41



CHAPTER 4. CLASSIFICATION BY VOTING FEATURE INTERVALS 42from a set of di�erent classes instead of a single class. Thus, the VFI algo-rithms can be categorized as Multi-Class feature projection based algorithms(see Figure 2.1). The voting scheme used in classi�cation is also modi�ed inthe VFI algorithms, such that each feature distributes its vote among classes,whereas in the CFP and the FIL classi�ers, a feature votes for only one class.The COFI and the k-NNFP algorithms also have a similar voting mechanismas that of the VFI algorithms such that features also vote for more than oneclass. But construction of overlapping feature intervals is performed for eachclass independently from other classes on a feature dimension. The projectionsof instances with the same class value on a feature dimension are generalized toform intervals by using a dynamic generalization distance computed accordingto a given generalization parameter. On the other hand, the VFI algorithmsuse the projection of instances from all classes on a feature dimension at thesame time and forms intervals from these instances without requiring a param-eter. VFI algorithms do this non-incrementally, i.e. processing all the traininginstances at once, whereas the COFI and the CFP algorithms are incremental;that is, processes each instance one by one.The Naive Bayesian Classi�er also considers each feature separately bothin training and classi�cation as well as feature projection based classi�cationmethods. The voting scheme used in the classi�cation phase of the VFI al-gorithms is also analogical with the probability estimation in Naive BayesianClassi�er. In Naive Bayesian Classi�er, each feature participate in the classi�-cation by assigning probability values for each class, and the �nal probabilityof a class is the product of individual probabilities measured on each feature.On the other hand, in VFI classi�ers each feature distributes its vote amongclasses and the �nal vote of a class is the sum of all individual votes given bythe features.There are several advantages of feature projection based knowledge repre-sentation, which also holds for the VFI classi�ers. One of them is that thesemethods provide faster classi�cation than the nearest neighbor and the deci-sion tree algorithms described in Chapter 2. Second one is that they enable theclassi�er to simply ignore the missing feature values occurring both in trainingand classi�cation, where a value should be provided to replace a missing value



CHAPTER 4. CLASSIFICATION BY VOTING FEATURE INTERVALS 43in both nearest neighbor and decision tree algorithms [57]. Naive BayesianClassi�er can also ignore the missing values similar to feature projection basedtechniques by simply excluding that feature from the product of individualprobability distributions of each feature. Another one is that since each fea-ture is considered separately, no normalization of values to the same range forall the features is required as in the case of nearest neighbor and instance-basedalgorithms described in Chapter 2.We have developed �ve versions of the VFI algorithms and called them asVFI1, VFI2, VFI3, VFI4, and VFI5. First, I will give some basic de�nitions.Then, I will explain the training and classi�cation process in the initial versionVFI1 [22] and then continue with the modi�cations on the basic idea of theVFI algorithms towards the other versions in sequence. Then properties of theVFI algorithms according to some important dimensions of machine learningwill be given.4.1 Basic De�nitionsAll Feature Projection Based (FPB) algorithms (CFP, COFI, k-NNFP, FIL,and VFI) in essence learn, separately for each feature f , a mapping from theset of values that f can take on, Vf , to a set of intervals If , that carries theclassi�cation information about the domain for that set of values of f . Thismapping is represented as: gf : Vf ! If (4.1)where gf is a surjection (onto function) in the VFI algorithms.De�nition 1. An interval i on a feature f is de�ned as:i = hV ;vi;where V is a set of values for feature f and v is the vote vector of interval i.An interval i de�nes a vote vector v for a given set of values V on thefeature that i is de�ned. Here a vote vector v = hv1; v2; : : : ; vc; : : : ; vki speci�esthe votes for each class c in the domain where k is the number of classes.
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CHAPTER 4. CLASSIFICATION BY VOTING FEATURE INTERVALS 464.2 Description of the VFI AlgorithmsThis section will describe the training and classi�cation process of the VFIalgorithms. It will explain how feature intervals on each feature dimensionare constructed and how each feature participates in the classi�cation by thevoting scheme used.The only input to the VFI classi�ers is a set of preclassi�ed training in-stances each represented as a vector of feature values plus a label that representsthe class of the instance. An instance x is represented as hx1; x2; : : : ; xd; Cjiwhere x1; : : : ; xd are the corresponding feature values of feature f1; : : : ; fd andCi is the associated class label where 1 � j � k. Here, k is the total numberof classes and d is the number of features in the given domain. Therefore, thedimension of the instance vector is d + 1.4.2.1 The VFI1 AlgorithmThe VFI1 classi�cation algorithm [22] is the initial version of VFI algorithms.The next two subsections will describe the training and the classi�cation in theVFI1 algorithm.4.2.1.1 Training in the VFI1 AlgorithmSince all VFI algorithms are non-incremental, the VFI1 algorithm takes allthese training instances and processes them at once. It constructs featureintervals on each feature dimension in the training phase. The training processin the VFI1 classi�er is given in Figure 4.3. First, the end points for each classc on each feature dimension f are found. End points of a given class c arethe lowest and highest values on a linear feature dimension f at which someinstances of class c are observed. On the other hand, end points on a nominalfeature dimension f of a given class c are all distinct values of f at which someinstances of class c are observed. The end points of each feature f is kept in anarray EndPoints[f ]. There are 2k end points for each linear feature, where k



CHAPTER 4. CLASSIFICATION BY VOTING FEATURE INTERVALS 47train(TrainingSet):beginfor each feature ffor each class cEndPoints[f ] = EndPoints[f ] [ �nd end points(TrainingSet; f; c);sort(EndPoints[f ]);if f is lineareach pair of consecutive distinct points in EndPoints[f ] forma range intervalelse /* f is nominal */each distinct point in EndPoints[f] forms a point intervalfor each interval i on feature dimension ffor each class cinterval class count[f; i; c] = 0count instances(f; TrainingSet);for each interval i on feature dimension ffor each class cinterval class vote[f; i; c] = interval class count[f; i; c]class count[c]normalize interval class vote[f; i; c];/* such that Pc interval class vote[f; i; c] = 1 */end.count instances(f; TrainingSet):beginfor each instance e in TrainingSetif ef is knowni = �nd interval(f; ef )ec = class of instance eif i is a point interval */if ef = lower bound of iinterval class count[f; i; ec] + = 1else /* i is a range interval */if ef = lower bound of iinterval class count[f; i� 1; ec] + = 0:5interval class count[f; i; ec] + = 0:5else /* ef falls into i */interval class count[f; i; ec] + = 1end. Figure 4.3. Training phase in the VFI1 Algorithm.



CHAPTER 4. CLASSIFICATION BY VOTING FEATURE INTERVALS 48classify(e): /* e: example to be classi�ed */beginfor each class cvote[c] = 0for each feature ffor each class cfeature vote[f; c] = 0 /* vote of feature f for class c */if ef value is knowni = �nd interval(f; ef )if i is a point intervalif ef = lower bound of ifor each class cfeature vote[f; c] = interval class vote[f; i; c]else /* i is a range interval */if ef = lower bound of ifor each class cfeature vote[f; c] = interval class vote[f; i�1; c] + interval class vote[f; i; c]2else /* inside the interval i */for each class cfeature vote[f; c] = interval class vote[f; i; c]for each class cvote[c] = vote[c] + feature vote[f; c];return class c with highest vote[c];end. Figure 4.4. Classi�cation in the VFI1 Algorithm.is the number of classes. Then, for linear features the list of end-points on eachfeature dimension is sorted. If the feature is a linear feature, then each pair ofconsecutive distinct end points constitutes a range interval. If the feature is anominal feature, each distinct end point constitutes a point interval.Then the number of training instances in each interval will be countedand the count of class c instances in interval i of feature f is represented asinterval class count[f; i; c] in Figure 4.3. These counts for each class c ineach interval i on feature dimension f are computed by the count instancesprocedure. For each training example, the interval i in which the value forfeature f of that training example e (ef) falls is searched. If interval i is a



CHAPTER 4. CLASSIFICATION BY VOTING FEATURE INTERVALS 49point interval and ef is equal to the lower bound (same as the upper boundfor a point interval), the count of the class of that instance (ec) in interval iis incremented by 1. If interval i is a range interval and ef is equal to thelower bound of i (falls on the lower bound), then the count of class ec in bothinterval i and (i � 1) are incremented by 0:5. But if ef falls into interval iinstead of falling on the lower bound, the count of class ec in that interval isincremented by 1 normally. There is no need to consider the upper boundsas another case, because if ef falls on the upper bound of an interval i, thenef is the lower bound of interval i + 1. Since all the intervals for a nominalfeature are point intervals, the e�ect of count instances is to count the numberof instances having a particular value for nominal feature f .To eliminate the e�ect of di�erences in the class counts of training instances,the count of instances of class c in interval i of feature f is then normalized byclass count[c], which is the total number of instances of class c. It is importantbecause 5 instances out of a total of 10 instances is not the same as 5 instancesout of a total of 100 instances. The former means that the 50% of that class isin that interval whereas the latter means that only 5% of that class is in thatinterval. Thus, the relative counts are 0:5 and 0:05 respectively. This relativenumber of instances in that interval is assigned to interval class vote[f; i; c],since this value represents the vote of interval i to class c. To �nd the �nalindividual vote given to class c by feature f for a future unseen instance withan f value falling into interval i, the interval class vote[f; i; c] values arenormalized such that the the sum of the votes distributed to several classes is1. Hence, the vote of interval i on feature f for class c is a real-valued voteless than or equal to 1. This �nal normalization provides that each feature willhave an equal voting power in the classi�cation process independent of its size,since every feature has the equal chance of distributing its votes that sum upto 1. The features might have di�erent voting powers when feature weights areprovided from an external source. In that case, the sum of the votes distributedby a feature would be equal to the weight of that feature.



CHAPTER 4. CLASSIFICATION BY VOTING FEATURE INTERVALS 504.2.1.2 Classi�cation in the VFI1 AlgorithmThe classi�cation phase of the VFI1 algorithm is given in Figure 4.4. Theprocess starts by initializing the votes of each class to zero. For each featuref , the interval on feature dimension f into which ef falls is searched, where efis the f value of the test example e. If ef is unknown (missing), that featuredoes not participate in the voting (gives a vote zero for each class). Hence,the features containing missing values are simply ignored. Ignoring the featureabout which nothing is known is a natural and plausible approach.If ef is known, �rst the interval i into which ef falls is found. If i is a pointinterval and ef is equal to the lower bound of that point interval, then for eachclass c, feature f gives a vote equal tofeature vote [f ; c] = interval class vote[f ; i ; c] (4.2)where interval class vote[f; i; c] is the vote of feature f given to class c. Sincepoint intervals consist of a single value, a point interval i is found such thatef must fall on that point interval i. This means that ef must be equal to thelower bound of that point interval (same as its upper bound) in order to saythat ef falls into that interval. If i is a range interval and ef falls on the lowerbound (i.e. ef is equal to the lower bound) of range interval i, then a voteequal tofeature vote[f ; c] = interval class vote[f ; i � 1; c] + interval class vote [f ; i ; c]2 (4.3)is given. This is because the instances falling on the lower bound of interval i|which is the upper bound of interval (i� 1)| were both included in interval(i � 1) and i in the counting process of the training phase explained in Sec-tion 4.2.1.1. On the other hand, if ef falls into a range interval i (i.e. ef is notequal to any lower bound), then for each class c, feature f gives a vote equalto feature vote [f ; c] = interval class vote[f ; i ; c] (4.4)as in the case of a point interval. Each feature f collects its votes in a vote vec-tor hfeature vote[f; C1]; : : : ; feature vote[f; Cj]; : : : ; feature vote[f; Ck]i,where feature vote[f; Cj] is the individual vote of feature f for class Cj and



CHAPTER 4. CLASSIFICATION BY VOTING FEATURE INTERVALS 51k is the total number of classes. Then these d individual vote vectors, wheren is the total number of features, are summed up to get a total vote vec-tor hvote[C1]; : : : ; vote[Ck]i. Finally, the class with the highest total vote ispredicted to be the class of the test instance.With this implementation, the VFI1 algorithm is a categorical classi�er,since it returns a unique class for a test instance [45]. A unique class is pre-dicted for the test instance in order to compare this predicted class with theactual class of the test instance. This enables us to measure the performanceof our classi�ers according to the most commonly used metric, which is thethe percentage of correctly classi�ed test instances over all test instances (seeChapter 5 for more detail). Instead,vote[Cj]Pki=1 vote[Ci]can be used as the probability of class Cj which makes the VFI1 algorithm amore general classi�er. In that case, the VFI1 algorithm returns a predictedprobability distribution over all classes. Although a class is returned as theprediction of the test instance as an output of the VFI1 algorithm , the votesreceived by each class is also available as an output to the user enabling him/herwith the level of con�dence in the prediction.4.2.1.3 An ExampleIn order to describe the VFI1 algorithm, consider the sample training datasetin Figure 4.5. In this dataset, we have two linear features f1 and f2, and thereare 3 examples of class A and 4 examples of class B. The intervals with theirclass counts constructed in the training phase of the VFI1 algorithm are shownin Figure 4.6. There are 5 intervals for each feature. The lower bound of theleftmost intervals is �1 and the upper bound of the rightmost intervals is 1.For example, the second interval on feature dimension of f1 has a class count2 for for class A and 0 for class B. The count of 2 for class A comes from halfcount of the class A instance with f1 value 2, full count of the class A instancewith f1 value 3, and half count of the class A instance with f1 value 4. Thetraining process continues with computing the interval class votes determined
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Figure 4.5. A sample training dataset with two features and two classes.
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B: 0.5Figure 4.6. The constructed intervals by VFI1 with their class counts for thesample dataset.by the relative class counts after a normalization. The normalized class votesfor the constructed intervals by VFI1 is shown in Figure 4.7. Let us lookat one interval to see how the normalized votes are computed from the classcounts. The interval i24 on feature dimension f2 has class count[A] = 0:5 andclass count[B] = 1 as shown in Figure 4.6. The class votes are 0:53 = 0:17 forclass A and 14 = 0:25 for class B. Then these votes are normalized to make thesum of votes distributed to classes equal to 1, and the normalized vote for classA is 0:4 and 0:6 for class B.In order to illustrate the classi�cation phase in the VFI1 algorithm, con-sider a test example t = h5; 6; ?i. On feature f1 dimension, the t1 = 5
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iFigure 4.7. The constructed intervals by VFI1 with their class votes for thesample dataset.falls on the lower bound of the interval i14 as shown with an arrow in Fig-ure 4.7. The interval i13 has a vote interval class vote[f1; i13;A] = 0:57 forclass A and interval class vote[f1; i13;B] = 0:43 for class B. The interval i14has a vote equal to interval class vote[f1; i14;A] = 0 and a vote equal tointerval class vote[f1; i14;B] = 1. Since the t1 is on the lower bound of intervali14, the half of votes from both intervals i13 and i14 determines the individualvote of feature f1. The votes of feature f1 are feature vote[f1;A] = 0:57+02 =0:285 and feature vote[f1;B] = 0:43+12 = 0:715. Thus, the vote vector of f1is v1 = h0:285; 0:715i. If f1 had been given a chance to make a prediction,it would have predicted class B which has received higher vote than class A.On the feature dimension of f2, t2 = 6 falls on the lower bound of intervali24 as shown with an arrow in Figure 4.7. The interval i23 has a vote equalto interval class vote[f1; i23;A] = 0:5 and interval class vote[f1; i23;B] = 0:5for class A and class B respectively. The interval i24 has a vote equal tointerval class vote[f1; i24;A] = 0:4 and interval class vote[f1; i24;B] = 0:6 forclass A and B respectively. Since the t2 is on the lower bound of interval i24, theaverage of votes from both intervals i23 and i24 determines the individual voteof feature f2. The votes of feature f2 are feature vote[f2;A] = 0:5+0:42 = 0:45and feature vote[f1;B] = 0:5+0:62 = 0:55. Thus, the vote vector of f2 isv2 = h0:45; 0:55i. If f2 had also been given the chance to make a predic-tion, it would have predicted class B but not as much con�dent as feature f1.Finally, the individual votes of the two features are summed up correspondinglyand the total vote vector is v = h0:735; 1:265i. VFI1 votes 0:735 for class Aand 1:265 for class B, so class B with the highest vote is predicted as the classof the test example. If VFI1 were used to make probabilistic classi�cations
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CHAPTER 4. CLASSIFICATION BY VOTING FEATURE INTERVALS 56train(TrainingSet):beginfor each feature ffor each class cEndPoints[f ] = EndPoints[f ] [ �nd end points(TrainingSet; f; c);sort(EndPoints[f ]);if f is lineareach pair of mid points of two consecutive distinct points in EndPoints[f ]form a range intervalelse /* f is nominal */each distinct point in EndPoints[f] forms a point intervalfor each interval i on feature dimension ffor each class cinterval class count[f; i; c] = 0count instances(f; TrainingSet);for each interval i on feature dimension ffor each class cinterval class vote[f; i; c] = interval class count[f; i; c]class count[c]normalize interval class vote[f; i; c];/* such that Pc interval class vote[f; i; c] = 1 */end. Figure 4.10. Training phase in the VFI2 Algorithm.VFI1. The normalized votes from these class counts of each interval is shownin Figure 4.12.Let us go through the classi�cation of the same test instance t = h5; 6; ?iclassi�ed by VFI1 in Section 4.2.1.3. The intervals into which this test examplefalls on each feature are indicated in Figure 4.12 with arrows. On feature f1dimension, the t1 = 5 falls into interval i13. Remember that t1 falls on thelower bound of an interval constructed by the VFI1 algorithm (see Figure 4.7).The interval i13 has a vote interval class vote[f1; i13;A] = 0 for class A and avote interval class vote[f1; i13;B] = 1 for class B. Thus, the vote vector of f1is v1 = h0; 1i. If f1 had been given the chance to make a prediction, it wouldhave predicted class B with no doubt because B has received all the votes offeature f1 and class A has received none. On the feature dimension of f2, t2 = 6
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24Figure 4.12. The constructed intervals by VFI2 with their class votes for thesample dataset.falls into interval i23 which has interval class vote[f1; i23;A] = 0:73 for class Aand interval class vote[f1; i23;B] = 0:27 for class B. Thus, the vote vector off2 is v2 = h0:73; 0:27i. If f2 had been given the chance to make a prediction,it would have predicted class A, which has received higher votes than that ofclass B. The reason for this is that 2 training instances of class A out of a totalof 3 are observed in the range [4:5 :: 7] of feature f2, whereas only 1 traininginstance of class B out of a total of 4 are in that range. Finally, the individualvotes of the two features are summed up respectively and the total vote vectoris v = h0:73; 1:27i. That is, the VFI2 algorithm votes 0:73 for class A and 1:27for class B, so class B, receiving the highest votes is predicted as the class ofthe test example t.4.2.3 The VFI3 AlgorithmThe VFI3 algorithm is not something that is developed over the VFI2 algo-rithm, instead it is again a modi�cation to the VFI1 algorithm in determining



CHAPTER 4. CLASSIFICATION BY VOTING FEATURE INTERVALS 58under what conditions the lower bound of an interval i can be included to onlyone interval instead of both interval i (the right interval) and interval i � 1having that lower bound as the upper bound (the left interval). Rememberthat the intervals are formed by a pair of consecutive distinct end points ofeach class. The lower bound of an interval is either the lowest or the highestpoint of a class on that dimension. The lower bounds of a range interval canbe classi�ed into three types according to a given class c:1. The lower bound of the interval is the lowest point of a class c,2. The lower bound of the interval is the highest point of a class c,3. Neither of the above two types, that is, another class (6= c) determinesthe lower bound.Suppose that during the training a training instance of class Cj falls on thelower bound of a range interval i. If the lower bound is of �rst type accordingto class c, the current training instance is counted in the right interval sincethe lower bound is the start point of observing class c instances. If it is ofsecond type, the current training instance is counted in the left interval sincethe lower bound is the last point of observing class c instances. If it is ofthe last type, since class c instances are observed before and after that lowerbound, the current training instance is counted half for the right interval andhalf for the left interval as done in the VFI1 algorithm. Thus, by replacing thecount instances(f; i; c) function in Figure 4.3 with count instances v�3(f; i; c)shown in Figure 4.13, we get the training algorithm for the VFI3 algorithm.The di�erence in count instances v�3(f; i; c) is that it now counts the instanceson the lower bounds taking care of the types of the lower bounds as describedjust above.The classi�cation in the VFI3 algorithm is also modi�ed in order to con-sider three lower bound types for range intervals. The modi�ed classi�cationalgorithm is shown in Figure 4.14. First the total votes and individual votesof each feature for each class are initialized to zero as usual. Then, given atest instance, for each feature f , the interval in which the value of the testexample for feature f (tf) falls is sought. If tf falls on a point interval and



CHAPTER 4. CLASSIFICATION BY VOTING FEATURE INTERVALS 59count instances v�3(f; TrainingSet):beginfor each instance e in TrainingSetif ef is knowni = �nd interval(f; ef )ec = class of instance eif i is a point intervalif ef = lower bound of iinterval class count[f; i; ec] + = 1else /* i is a range interval */if ef = lower bound of iif ef = lowest point of ec on finterval class count[f; i; ec] + = 1else if ef = highest point of ec on finterval class count[f; i� 1; ec] + = 1elseinterval class count[f; i� 1; ec] + = 0:5interval class count[f; i; ec] + = 0:5else /* inside the interval */interval class count[f; i; ec] + = 1end.Figure 4.13. The algorithm for counting the training instances in the trainingphase of the VFI3 classi�er.is equal to the lower bound of that point interval, then feature f gives a voteequal to interval class vote[f; i; c] for each class c. If tf falls into a rangeinterval without falling on its lower bound, then feature f gives a vote equalto interval class vote[f; i; c] for each class c. However, if tf falls on the lowerbound of range interval i (i.e. equal to the lower bound of range interval i),then each class c receives a vote according to the type of the lower bound withrespect to c. There are three cases:1. If the lower bound of interval i is equal to the lowest point of class c onfeature dimension f , then class c receives its vote from interval i.2. If the lower bound of interval i is equal to the highest point of class c onfeature dimension f , then class c receives its vote from interval i� 1.



CHAPTER 4. CLASSIFICATION BY VOTING FEATURE INTERVALS 60classify(e): /* e: example to be classi�ed */beginfor each class cvote[c] = 0for each feature ffor each class cfeature vote[f; c] = 0 /* vote of feature f for class c */if ef value is knowni = �nd interval(f; ef )if i is a point intervalif ef = lower bound of ifor each class cfeature vote[f; c] = interval class vote[f; i; c]else /* i is a range interval */if ef = lower bound of ifor each class cif ef = lowest point of c on ffeature vote[f; c] = interval class vote[f; i; c]else if ef = highest point of c on ffeature vote[f; c] = interval class vote[f; i� 1; c]elsefeature vote[f; c] = interval class vote[f; i�1; c] + interval class vote[f; i; c]2else /* inside the interval i */for each class cfeature vote[f; c] = interval class vote[f; i; c]for each class cnormalize feature vote[f; c] /* s.t. Pc feature vote[f; c] = 1 */vote[c] = vote[c] + feature vote[f; c];return class c with highest vote[c];end. Figure 4.14. Classi�cation in the VFI3 Algorithm.
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tFigure 4.16. The constructed intervals by VFI3 with their class votes for thesample dataset.3. If the lower bound of interval i is equal to neither the lowest nor thehighest point of class c on feature dimension f , then class c receives itsvote as the average of the votes from intervals i� 1 and i.Since classes might take their votes from di�erent intervals or even as theaverage of two intervals, the sum of votes for each class is no more equal to 1as normalized in training. Therefore, the votes of each feature are once againnormalized before combining to compute the total vote. This �nal normaliza-tion is not required in the VFI1 and the VFI2 algorithms because if a voteis taken from an interval or from two neighboring intervals, that is the samefor all the classes and does not change from class to class. However, in VFI3a class might take its vote from interval i, whereas another class might takeits vote from both interval i and i� 1. Examples for this case will be shown.Finally, the class with the highest total vote is returned as the prediction.To illustrate the training and classi�cation in VFI3, the intervals with theirclass counts constructed from the example training dataset in Figure 4.5 by



CHAPTER 4. CLASSIFICATION BY VOTING FEATURE INTERVALS 62VFI3 are shown in Figure 4.15. The lower bounds of all intervals are the sameas the lower bounds of the intervals constructed by VFI1 shown in Figure 4.6,however the class counts of the intervals are changed. For example, the traininginstance of class A with f1 value 4 is not now counted half for the second andhalf for the third intervals of feature f1, instead it is fully included in the secondinterval because the lower bound of the third interval is of the second type i.e.it is the highest point of class A on feature f1.Let us go through the classi�cation of the same test instance t = h5; 6; ?iclassi�ed by VFI1 in Section 4.2.1.3. The intervals into which this test exam-ple falls on each feature is shown in Figure 4.16 with arrows. On feature f1dimension, the t1 = 5 falls on the lower bound of interval i14 as shown withan arrow in Figure 4.16. Since this lower bound (5) is the lowest point ofclass B on feature dimension f1, the vote for class B will be taken from inter-val i14. Thus, the vote for class B is feature vote[f1;B] = 1. On the otherhand, since this lower bound is neither the lowest nor the highest point of classA on f1, the vote for class A is the average of the votes of intervals i13 andi14. Since both intervals i13 and i14 have a vote 0 for class A, their vote isfeature vote[f1;A] = 0. A �nal normalization would change nothing in thedistribution of votes and class A receives a vote 0 and class B receives a vote 1from f1. On the feature dimension f2, t2 = 6 falls on the lower bound of intervali24. Since this lower bound (6) is the highest point of class A on feature f2, thevote for class A will be taken from interval i24. Therefore, the vote of featuref2 for class A is feature vote[f2;A] = 0:52. However, since this lower boundis neither the lowest nor the highest point of class B on f2, the vote for classB is the average of the votes of intervals i23 and i24. Then the vote for classB is feature vote[f2;B] = (0:48 + 1)=2 = 0:74. Note that the feature votesgiven to class A and B do not sum up to 1 and if we leave them as they are,this feature will have a higher voting power with no reason. Therefore, in theclassi�cation of the VFI3 algorithm these votes are normalized and a vote equalto feature vote[f2;A] = 0:41 for class A and a vote feature vote[f2;B] = 0:59are given. Finally, the individual votes of the two features are summed upcorrespondingly and total vote vector is v = h0:41; 1:59i. The VFI3 algorithmvotes 0:41 for class A and 1:59 for class B, so class B with the highest vote ispredicted as the class of the test example.
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14Figure 4.18. The constructed intervals by VFI1, VFI3, VFI4 with their classcounts for the second sample dataset.4.2.4 The VFI4 AlgorithmThe VFI4 algorithm is the version developed over the VFI3 algorithm when werealized that in real-world datasets there are classes instances of which alwaystake the same value for a feature. That is, the lowest and highest points of sucha class are the same on that feature dimension. But in all previous versions ofthe VFI algorithms, we do not represent this knowledge. On the other hand,it is not a loss of knowledge in the case of a nominal feature because all theinstances of that class are counted on that point interval constructed by thelowest and highest points of that class. But when it occurs on a linear featuredimension, an interval starting from that lowest (equal to highest) point andcontinuing up to a distinct point is constructed. This will result in a conceptdescription which represents that class in the range of values in which it never



CHAPTER 4. CLASSIFICATION BY VOTING FEATURE INTERVALS 64appeared.To illustrate the problem, suppose that we have a sample dataset with theprojection shown in Figure 4.17 on linear feature dimension f1. There are twoclasses, class A and B in this domain. All of the three training instances ofclass A are observed on value 0 for feature f1. There are four training instancesof class B, which are observed on values 0, 1, and 2 for feature f1. The lowestpoint of class A is 0 on f1 dimension, which is also the highest point of class A.The lowest point of class B is 0 and the highest point of class B is 2. Therefore,we have two distinct end points |0 and 2| from which the range intervalswill be constructed in both the VFI1 and the VFI3 algorithms. The intervalswith their class counts constructed by the VFI1 and the VFI3 algorithms areshown in Figure 4.18. The instances of class A having f1 value 0 (falling on thelower bound of interval i12) are counted half for interval i11 and half for intervali12 in the VFI1 algorithm. On the other hand, since the VFI3 algorithm triesto count the instance on the lower bounds according to the types of the lowerbounds, all the instances of class A are counted for interval i12. When a newinstance with value 1 for feature f1 is to be classi�ed, class A will get a nonzerovote from feature f1 both in the VFI1 and the VFI3 algorithms. However, classA instances never had a value di�erent than 0 for feature f1 and the inductiveresult from this should be that a class A instance can not have a value otherthan 0 for feature f1. One might say that 0 is also the highest point of class A,so the VFI3 algorithm might count those instances in interval i11 as well. Bothmight have done, but the VFI3 algorithm and all the other versions of the VFIalgorithms do not realize that a lower bound is both the highest and the lowestat the same time, and that's why we came up with the VFI4 algorithm, whichtakes care of this special situation that might occur in real-world datasets. Infact, a feature always getting the same value for a class is very informative andshould be discovered by a classi�er.The VFI4 algorithm constructs a point interval from the end point 0, whichis both the lowest and highest point of class A as shown with a �lled narrowrectangle at point 0 in Figure 4.18. This point interval is exactly the sameas the point intervals constructed for nominal features, that is, the lower andupper bound of this interval is both 0 and instances having 0 value for feature
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train(TrainingSet):beginfor each feature ffor each class cEndPoints[f ] = EndPoints[f ] [ �nd end points(TrainingSet; f; c);sort(EndPoints[f ]);if f is linearfor each end point p in EndPoints[f ]if an end point p = both lowest and highest point of a classform a point interval from end point pform a range interval between p and the next endpoint6= pelseform a range interval between p and the next endpoint6= pelse /* f is nominal */each distinct point in EndPoints[f] forms a point intervalfor each interval i on feature dimension ffor each class cinterval class count[f; i; c] = 0count instances v�3(f; TrainingSet);for each interval i on feature dimension ffor each class cinterval class vote[f; i; c] = interval class count[f; i; c]class count[c]normalize interval class vote[f; i; c];/* such that Pc interval class vote[f; i; c] = 1 */end. Figure 4.19. Training phase in the VFI4 Algorithm.



CHAPTER 4. CLASSIFICATION BY VOTING FEATURE INTERVALS 66f1 are counted in this interval. When a new instance with value 0 for featuref1 is to be classi�ed, class A will get a vote 0:8 for class A and 0:2 for class Bfrom feature f1. On the other hand, the same test instance will get a vote 0:5for class A and 0:5 for class B in the VFI3 algorithm. Although the traininginstances carry the information that all the instances of class A occurred onvalue 0 of feature f1, the VFI3 algorithm somehow loses this and votes equallyfor both classes. The VFI4 algorithm is designed to overcome this loss ofknowledge in the VFI3 algorithm.The training process of the VFI4 algorithm is the same as that of the VFI3algorithm except for the special situation illustrated by an example above. Themodi�ed training for the VFI4 algorithm is shown in Figure 4.19. When anend point p is both the lowest and highest points of a class, a point intervalwith lower bound and upper bound equal to p is constructed. Then a rangeinterval between p and the next end point di�erent than p is constructed. Thisend point p becomes the upper bound for the left neighboring range intervaland the lower bound for the right neighboring range interval. To exclude thetraining instances falling on p from both the right and the left range intervals,the training instances falling on p are counted only for the point interval. Whilecounting the instances in training, if there exists a point interval for the valuebeing searched for, that point interval is returned by find interval functionused in count instances vfi3 procedure. Therefore, such an end point p isexcluded both from the left interval and from the right interval. Since the samecounting procedure used by the VFI3 algorithm is used in the VFI4 algorithm,the other lower bounds that are not point intervals have the same treatmentas they had in the VFI3 algorithm. As a summary, the VFI4 algorithm checksfor equal lowest and highest points to construct a point interval from such anend point and excludes that point from the neighboring range intervals.In the classi�cation of a new instance, if the value of the instance on thatfeature dimension is equal to a lower bound of a point interval, then the individ-ual votes of that feature are simply taken from that point interval. Althoughthat value is also the lower bound of the next range interval, the votes aretaken from only the point interval if there is a point interval with that value.This is again handled by the find interval function, which returns the point



CHAPTER 4. CLASSIFICATION BY VOTING FEATURE INTERVALS 67interval with lower bound equal to that value if a point interval with that lowerbound exists. When a test instance falls on the lower bound of a range intervalor inside an interval, the classi�cation process is the same as that of the VFI3algorithm.The intervals constructed by the VFI4 algorithm from the sample trainingdataset in Figure 4.5 are exactly the same as those constructed by the VFI3algorithm, since there are not classes with equal lowest and highest points onany feature dimension. The VFI4 algorithm di�ers from the VFI3 algorithmonly when there are end points on any feature dimension which are both lowestand highest points for the same class. Such situations might be observed inreal-world datasets and for example it occurs in the Dermatology dataset.4.2.5 The VFI5 AlgorithmThe VFI5 algorithm is the �nal version of VFI algorithms that generalizesthe construction of point intervals to all end points. The VFI5 algorithmconstructs a point interval from each distinct end point and a range intervalbetween a pair of distinct end points excluding the end points. The trainingalgorithm for VFI5 is shown in Figure 4.20. The intervals along with their classcounts constructed from the sample training dataset in Figure 4.5 are shown inFigure 4.21. The lower bounds of all intervals are now point intervals and thereare range intervals between those lower bounds exclude the lower bounds. Forexample, the training instance of class A with f1 value 4 is counted for pointinterval i14 on f1 dimension with lower and upper bound equal to 4, and theinstance of class A with f1 value 3 is counted for range interval i13 on featuref1 with lower bound 2.The classi�cation process is the same as that of the VFI1 algorithm. TheVFI5 algorithm �nds the point intervals on linear feature dimensions by thefind interval function. The point intervals on linear features are same asthose of the nominal features. Since the lower bound of a range interval is alsothe lower bound of a point interval, find interval function returns the pointinterval when the value of a test instance for a feature is equal to the lowerbound of an interval. Therefore, there is no decision required to take about



CHAPTER 4. CLASSIFICATION BY VOTING FEATURE INTERVALS 68train(TrainingSet):beginfor each feature ffor each class cEndPoints[f ] = EndPoints[f ] [ �nd end points(TrainingSet; f; c);sort(EndPoints[f ]);if f is linearfor each end point p in EndPoints[f ]form a point interval from end point pform a range interval between p and the next endpoint6= pelse /* f is nominal */each distinct point in EndPoints[f] forms a point intervalfor each interval i on feature dimension ffor each class cinterval class count[f; i; c] = 0count instances(f; TrainingSet);for each interval i on feature dimension ffor each class cinterval class vote[f; i; c] = interval class count[f; i; c]class count[c]normalize interval class vote[f; i; c];/* such that Pc interval class vote[f; i; c] = 1 */end. Figure 4.20. Training phase in the VFI5 Algorithm.
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29Figure 4.22. The constructed intervals by VFI5 with their class votes for thesample dataset.the lower bounds as done in all other versions of VFI algorithms.To illustrate the classi�cation of the VFI5 algorithm on an example, letus classify the same test example t = h5; 6; ?i also classi�ed by other VFIclassi�ers. This test example falls on point interval i16 with lower bound 5 onfeature dimension f1 and on point interval i26 with lower bound 6 on featuredimension f2 shown with arrows in Figure 4.22. Since there are point intervalson which both t1 = 5 and t2 = 6 fall, the individual votes of features are takenfrom the corresponding point intervals.The point interval i16 of feature f1 on which t1 = 5 falls votes equal tointerval class vote[f1; i16;A] = 0 and interval class vote[f1; i16;B] = 1 forclass A and class B respectively. Thus, the individual vote vector of f1 is v1 =h0; 1i. If f1 had been given the chance to make a prediction alone, it would havepredicted class B with certainty because B has received all the vote of feature f1and class A has received none. On the feature dimension of f2, the point intervali26 on which t2 = 6 falls has a vote equal to interval class vote[f1; i26;A] = 0:57for class A and a vote equal to interval class vote[f1; i26;B] = 0:43 for class B.Thus, the individual vote vector of f2 is v2 = h0:57; 0:43i. If f2 had been giventhe chance to make a prediction, it would have predicted class A. Finally, theindividual votes of the two features are summed up correspondingly and totalvote vector is v = h0:57; 1:43i. The VFI5 algorithm votes 0:57 for class A and1:43 for class B, so class B with the highest vote is predicted as the class of thetest example.



CHAPTER 4. CLASSIFICATION BY VOTING FEATURE INTERVALS 704.3 Characteristics of VFI AlgorithmsIn this section, the general properties of learning methods are presented inorder to characterize the VFI algorithms.4.3.1 Knowledge RepresentationKnowledge representation is one of the most important dimensions in classi-fying machine learning techniques. Many machine learning systems acquireknowledge in the form of rules. Another way to represent what is learned iswith decision trees as described in Chapter 2. Naive Bayesian classi�er repre-sents the learned concept with a set of conditional probabilities. On the otherhand, knowledge representation in exemplar-based learning models is sets ofrepresentative instances [1, 2, 5] or hyperrectangles which represent generaliza-tions [62, 63].In Chapter 3, we presented a new knowledge representation scheme basedon feature projections. Generalization and specialization are made on thebasis of feature projections. This allows faster classi�cation of test instances bypreventing the similarity computation to each training instance because featureprojections can be sorted for continuous valued features. One shortcoming ofthis representation is that descriptions involving a conjunction between two ormore features cannot be represented. However, the prior research has shownthat this knowledge representation is quite powerful in the classi�cation ofreal-world tasks and does not cause any signi�cant drop on the accuracy [32,73, 8, 7]. All algorithms described in Chapter 3 represent the concept in somegeneralized form of feature projections of the training instances. The CFPalgorithm [32] generalizes the projections of training instances in the form ofdisjoint feature intervals (single-class) on each feature. The FIL algorithms[7] also represent the concept with disjoint feature intervals on each feature.The k-NNFP algorithm [8] uses feature projections of instances just as theyare on each feature dimension without any generalization, it only sorts theprojected values on each feature dimension in the training phase. The COFIalgorithm [73] generalizes the projections of instances of each class separately



CHAPTER 4. CLASSIFICATION BY VOTING FEATURE INTERVALS 71and produces a set of overlapping feature intervals (multi-class) on each feature.The VFI algorithms also acquire concept descriptions by using feature pro-jection based knowledge representation. Learned concept descriptions are inthe form of multi-class intervals. These intervals are able to represent morethan one class as in the case of overlapping feature intervals of COFI, but theprocedure to construct the intervals in the VFI algorithms is di�erent thanthe COFI algorithm. The number of intervals on a feature dimension in theVFI algorithms does not depend on the number of training examples as it doesin other feature projection based learning algorithms. Instead, it depends onthe number of classes in the domain for linear features and on the number ofdistinct values for nominal features.4.3.2 Supervised Inductive LearningWe have de�ned supervised inductive learning (concept learning) in Chapter 1as learning generalized descriptions from examples supplied by a teacher or anenvironment. From a set of training instances described with a set of featurevalues and labeled correctly with a class label among mutually disjoint classes,the supervised inductive learning system learns a concept description whichwill enable the system correctly classify new instances. VFI algorithms aresupervised inductive learning algorithms that take a set of preclassi�ed train-ing instances provided by a teacher as input and make generalizations on thefeature projections of these instances to construct the concept description inthe form of feature intervals.4.3.3 Non-incremental (Batch) LearningInductive learning can be performed in two alternative ways: incremental ornon-incremental (batch) [55]. An incremental learning system processes eachinstance one by one and aims at improving its internal model with each newinstance at each step. Incremental learning is the way humans learn, thus re-searchers who explore the incremental approach are typically concerned with



CHAPTER 4. CLASSIFICATION BY VOTING FEATURE INTERVALS 72developing plausible models of human learning. The inevitable de�ciency ofthis approach is that it is sensitive to the presentation order of the trainingexamples. On the other hand, non-incremental learning systems constructconcept descriptions after seeing all training instances to maximize the perfor-mance of the learning system. But a non-incremental learning system mightalso be sensitive to the presentation order of the instances.Incremental variations of non-incremental algorithms can usually be cre-ated and many incremental learning methods also have non-incremental coun-terparts. For example, IB1 is an incremental variation for the Nearest Neighboralgorithm and FIL algorithms are somewhat non-incremental variations of theCFP algorithm with slight di�erences.VFI algorithms are non-incremental, that is, all the training instances arepresented to the VFI algorithms before training. The construction of intervalsis unique for that training set, that is, they are independent of presentationorder of training instances. However, the concept description learned by somelearning algorithms might not be unique and change with the order of presen-tation such as the CFP algorithm (see Chapter 3 for an example).4.3.4 Domain Independence in LearningIn some learning methods, such as Explanation-Based Generalization (EBG),considerable amount of domain speci�c knowledge is required to construct ex-planations [19]. In EBG, some domain speci�c knowledge is applied to formu-late valid generalizations from a single training example. The characteristiccommon to these methods is their ability to explain why the training instanceis a member of the concept being learned.An advantage of domain independence is that systems can be adapted tonew domains quickly without any extra domain knowledge. The CFP andCOFI algorithms use domain speci�c parameters. These parameters in theCFP algorithm are 4 (feature weight-adjustment rate) and Df (generalizationdistances of features). In the COFI algorithm, the only domain dependentparameter is g (generalization ratio). The k-NNFP algorithm and the FIL



CHAPTER 4. CLASSIFICATION BY VOTING FEATURE INTERVALS 73algorithms do not use any domain speci�c parameters. Similarly, the VFIalgorithms also do not require any domain speci�c parameters, thus can bequickly adapted to any domain from which a set of training instances aredrawn and presented to the VFI algorithms as input. On the other hand,feature weights are domain speci�c knowledge and a feature weight learningmethod can be adapted to all feature projection based learning algorithms.4.3.5 Multi-concept LearningMany early concept learning algorithms have been developed for exactly oneconcept and the instances are either instances belonging to the concept (pos-itive) or not belonging to the concept (negative). Later, many learning algo-rithms have been developed that induce multi-concept descriptions from ex-amples. Multi-concept learning is more general than single-concept learning,since the descriptions for any number of concepts can be learned. The VFI al-gorithms as well as all the other algorithms mentioned in this thesis have beendesigned for learning multi-concept descriptions. The focus of most classi�ca-tion algorithms is multi-concept learning of disjoint concepts, that is, instancesdo not belong to more than one class. But in some other multi-concept learn-ing tasks, instances may belong to more than one class, that is classi�cationsof instances are possibly overlapping. VFI algorithms are capable of learningmulti-concept descriptions instead of only single-concept descriptions.4.3.6 Properties of Feature ValuesThe representation of the input training instances to a classi�cation system isdescribed at the beginning of Chapter 2. The instances are described with avector of feature values and a class (concept) label which they belong to. Thefeatures might either be nominal (discrete, categorical) or linear (continuous).The VFI algorithms can handle both linear and nominal features. Linear fea-tures may take on values from �1 to 1 and all possible values are linearlyordered. Nominal features take on discrete feature values, for example, color of
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; Information about the Hungarian dataset
Features l n n l l n n l n l n n n
Classes  0 1Figure 4.23. An example for the information provided to the FIL algorithms.an object is a nominal feature, or binary values such as answers to yes/no ques-tions are also nominal feature values. The only di�erence in handling linearfeatures and nominal features is that only point intervals are constructed fornominal features whereas mostly range intervals |except some point intervalsconstructed in the VFI4 and the VFI5 algorithms| are constructed for linearfeatures.4.3.7 Handling Missing (Unknown) Feature ValuesOne of the most important advantages of the VFI algorithms is the naturalhandling of missing feature values. There is no need to �ll in missing valueswith some arbitrary value in the VFI algorithms. This a�ects neither theconstruction of the feature intervals in training nor the voting mechanism usedin the classi�cation process. In addition, this is a natural approach becausein real life if nothing is known about a feature, it can be ignored rather thanassigning an average or expected value.4.4 Implementation and User InterfaceThe VFI algorithms have been written in C language and implemented in Unixenvironment. The input to the VFI algorithms is a �le of training instances, a�le of test instances, and an information �le. Figure 4.23 shows the information�le given to the VFI algorithms as input for the Hungarian dataset. A linestarting with a \;" indicates a comment line, a line starting with \Features"tells the number and types |either linear (l) or nominal (n)| of features,and a line starting with \Classes" tells all the possible class names that may



CHAPTER 4. CLASSIFICATION BY VOTING FEATURE INTERVALS 75appear in the whole dataset. The information �le can also have an additionalline starting with \Weights", in which the weights of the features are given.The �le of training instances has a \.train" extension and the instances in this�le is used to construct concept descriptions. The �le of test instances has a\.test" extension and the instances in this �le are given as unseen instances tothe VFI classi�ers and their actual class label is compared with the class labelpredicted by the VFI classi�ers.The VFI algorithms can be run from the command line as well as using theuser interface that we have designed and implemented by using the Motif user-interface toolkit. The user can select a dataset from the \Open" menu item.Then, with an initial training ratio training and testing datasets are formedfrom the dataset �le having an extension \.data". The user can also change thedefault training ratio by selecting the menu item \Train Ratio". The lowestand highest points of each class on each feature dimension are displayed oneach feature dimension assigning a di�erent color to each class label on thescreen. Usage of colors provides users to better visualize the predictions madeby individual features. User can proceed one by one on the test instancesby performing classi�cation task with the \NEXT" button. Also, the usercan choose to classify all test instances at once with the \ALL" button. It isalso possible to see the previous test instances and their classi�cations withthe \PREVIOUS" button. On each feature dimension, the point where eachcorresponding feature value of the current test instance falls is shown. Theindividual votes of each feature and total votes given to each class along withthe �nal prediction are shown for each test instance. Classi�cation accuracyand no of correct classi�cations after classifying each test instance are updated.The constructed intervals can be saved into a text �le from the menu withthe corresponding lower bounds and class counts for each class. In order toillustrate how our user interface looks like, two example on the Dermatologyand Arrhythmia datasets are shown in Figures 4.24 and 4.25 respectively.
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Figure 4.24. The visualization of the feature intervals constructed by the VFIalgorithms for the Dermatology dataset by our user interface.
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Figure 4.25. The visualization of the feature intervals constructed by the VFIalgorithms for the Arrhythmia dataset by our user interface.



CHAPTER 4. CLASSIFICATION BY VOTING FEATURE INTERVALS 784.5 SummaryThis chapter introduced several versions of the VFI classi�cation algorithms.VFI algorithms use the feature projection based knowledge representationscheme and a voting scheme in classi�cation similar to those used in the CFP,COFI, k-NNFP, and FIL algorithms described in Chapter 3. Learning in theVFI algorithms is achieved by constructing feature intervals on each featuredimension and classi�cation is performed by a voting scheme. VFI algorithmsconsider each feature separately as in the case of Naive Bayesian Classi�er aswell as all other feature projection based methods.Since each feature is processed separately, the missing feature values thatmay appear both in the training and test instances are simply ignored. In otherclassi�cation algorithms, such as decision tree inductive learning algorithms,the missing values cause problems [57]. This problem has been overcome bysimply omitting the feature with the missing value in the VFI algorithms.This separate consideration of features enable fast training and classi�cationtimes, which will be analyzed in the following chapter. Another advantage ofthe VFI algorithms is that they can make a general classi�cation returning aprobability distribution over all classes instead of a categorical classi�cation[45]. Also note that the VFI algorithms as well as other feature projectionbased methods in particular, are applicable to concepts where each feature canbe used in the classi�cation of the concept independently. One might thinkthat this requirement may limit the applicability of the VFI algorithms, sincein some domains the features might be dependent on each other. Holte haspointed out that the most datasets in the UCI repository are such that, forclassi�cation, their features can be considered independently of each other [36].Also Kononenko claimed that in the data used by human experts there are nostrong dependencies between features because features are properly isolatedand de�ned [44].The versions of the VFI algorithms described in this chapter assume thatall features are equally relevant and thus should have equal voting power inclassi�cation. But this might not be the case in real-world datasets, thereforein Chapter 6, I will explain how we integrated a feature weight learning method



CHAPTER 4. CLASSIFICATION BY VOTING FEATURE INTERVALS 79which assigns the optimum voting power to the features in order to improvethe performance of the VFI classi�ers.



Chapter 5Evaluation of the VFIAlgorithmsIn this chapter, both complexity analyses and empirical evaluations of the VFIalgorithms are given. First, training and classi�cation time complexities arecomputed. Next, the empirical evaluations are presented on some real-worlddatasets for comparison with several other classi�cation algorithms describedin this thesis. Later, the experiments on arti�cially generated datasets are dis-cussed. Experiments on arti�cially generated datasets are designed to deter-mine the behavior of the VFI algorithms on irrelevant features, noisy instancesand missing feature values.5.1 Complexity AnalysisIn this section, the VFI algorithms are analyzed in terms of space and timecomplexities. Time complexity analyses are presented for training process andclassi�cation of single test instance. In this section, m represents the numberof training instances, d the number of features, and k the number of classes.80



CHAPTER 5. EVALUATION OF THE VFI ALGORITHMS 815.1.1 Space Complexity AnalysisThe VFI1 algorithm [22] represents a concept description by feature intervalson each feature dimension. Each linear feature dimension has at most 2k + 1intervals. The maximum number of intervals that a linear feature can have is2k+1 and occurs when all end points are distinct. If all end points are distinct,there are 2k end points because each class has one lowest and one highest point,and 2k end points makes up 2k+1 intervals. Each interval requires k+1 memoryunits, one for the lower bound of the interval and k for the votes of each class.So each linear feature dimension requires (2k+1) � (k+1) space, and the totalspace requirement of the VFI1 algorithm is d�(2k+1)�(k+1) which is O(d�k2).The other versions of VFI have di�erent number of intervals than VFI1 does asshown in Table 5.1. VFI2 has at most 2k intervals because there are 2k�1 midpoints of 2k end points, therefore VFI2 requires d � (2k) � (k+1) memory units.VFI3 has at most 2k + 1 intervals as in VFI1, since VFI3 is exactly the samein determining the boundaries of intervals. On the other hand, VFI4 mighthave point intervals in addition to the range intervals constructed as in VFI3.However, when a point interval is constructed from an end point this meansthat the lowest and highest points of a class are equal. If there exists a pointinterval on a linear feature dimension, the maximum number of distinct endpoints decreases by 1 while the number of intervals increases by 1. If the lowestand highest points of each class are equal which will cause k point intervals(maximum number of point intervals on a linear feature) and k + 1 rangeintervals to be constructed. Hence, the total number of intervals constructedby VFI4 in the extreme case is 2k+1. Since the maximum number of intervalsin both VFI3 and VFI4 is same as that of VFI1, the memory required isd � (2k+1) � (k+1). Lastly, VFI5 has at most 4k+1 intervals because it keepsan extra point interval for each 2k end points in addition to the range intervalsbetween these end points. VFI5 requires d � (4k + 1) � (k + 1) memory units.Nevertheless, the asymptotic space requirement of all is O(d � k2).The above complexity analysis assumed that all features are linear, butthere might be nominal features in the domain. Since point intervals are con-structed from all distinct values of a nominal feature, the number of intervalsis equal to the number of distinct values that nominal feature can take.



CHAPTER 5. EVALUATION OF THE VFI ALGORITHMS 82Table 5.1. The maximumnumber of intervals on a linear feature dimension forall VFI classi�ers.Classi�er Maximum Number of IntervalsVFI1 2k + 1VFI2 2kVFI3 2k + 1VFI4 2k + 1VFI5 4k + 1The space complexities of other classi�cation algorithms are also given.The space requirement of the FIL algorithms is O(i � d), where i is the averagenumber of intervals constructed on a feature dimension [7]. Since the maximumvalue i can take is m, this space complexity is at worst O(m � d) but is usuallyless than O(m �d). The space requirement of the COFI algorithm and the CFPalgorithm is O(i � d), where i is the number of overlapping feature intervalsin the COFI algorithm and disjoint segments in the CFP algorithm [73, 71].Similarly, their space complexity is at worst O(m � d) but is usually less thanO(m � d).The space complexity of both 1-NN and 1-NNFP algorithms is O(m � d),since all the training instances are stored in memory. In NBCN, a mean andvariance for the training instances of each class on each linear feature is kept inmemory, which requires O(d � k) memory units assuming that all features arelinear. However, a nominal feature requires O(k � v) memory units because thefrequency of each class is kept for each distinct value of that nominal feature,where v is the number of distinct values of that nominal feature.5.1.2 Time Complexity of TrainingIn the training phase of the VFI1 algorithm, the end points on each featuredimension are found and sorted. Since there are 2k end points and d features,this requires O(d � k � lg k) time. After sorting the end points, for each traininginstance the corresponding interval on each feature dimension is searched andthe counts of corresponding classes are incremented. Since there are m training



CHAPTER 5. EVALUATION OF THE VFI ALGORITHMS 83instances and at most 2k+1 intervals on each feature dimension, this requiresm � d � (2k + 1) time units at worst. The total time requirement becomesO(d �k � lg k+m �d �k) = O(m �d �k). Hence, the training time of VFI increaseswith the number of features and classes, and the size of the dataset. The otherversions of VFI might have di�erent maximum number of intervals than VFI1does as shown in Table 5.1. However, this does not change the asymptoticupper bound time complexity of O(m � d � k). VFI4 checks all the end pointsto �nd out whether to construct point intervals, but this check also does notchange the asymptotic training time complexity.The training time complexity of the FIL algorithms is O(d �m � lgm) [7].The training time complexity of the COFI algorithm is O(m2 �d) at worst [73].The training time complexity of the 1-NNFP algorithm is O(d � m � lgm) [8].The training time complexity of the well-known 1-NN algorithm is O(m � d)because of the normalization of all feature values into a same range. Since allthe training instances of each class are processed to compute the mean andvariance on each feature, the training time complexity of the NBCN algorithmis O(m � d � k).5.1.3 Time Complexity of a Single Classi�cationIn the classi�cation phase of the VFI1 algorithm, for each feature, the intervalthat the corresponding feature value of the test example falls into, is searchedand the individual votes of each feature is summed up to get the total votes.Since there are at most 2k + 1 intervals on each feature dimension, the clas-si�cation phase takes at worst case d � (2k + 1) time units which is O(d � k).Since there are at most 2k intervals on each feature in the VFI2 algorithm, theclassi�cation in VFI2 requires d � 2k time units which is asymptotically againO(d � k). Although the types of the interval boundaries are considered duringclassi�cation in both the VFI3 and VFI4 algorithms, this does not a�ect theasymptotic time complexity. Therefore, the classi�cation time complexity ofboth VFI3 and VFI4 is also O(d � k). The VFI5 algorithm has 4k+ 1 intervalsat most and the classi�cation requires d � (4k + 1) time units which is againO(d � k). Hence, a single classi�cation time of all VFI classi�ers increases with



CHAPTER 5. EVALUATION OF THE VFI ALGORITHMS 84the number of features and classes.The classi�cation time complexity of a single test instance in the FIL al-gorithms is O(d � lgm) [7]. The classi�cation time of the COFI algorithm isO(m � d) at worst [73]. The classi�cation time complexity in the 1-NNFP isO(d lgm)) because the time complexity to �nd the nearest neighbor amongsorted values of each feature dimension is O(lgm) [8]. On the other hand, inthe well-known 1-NN algorithm, the classi�cation of an instance requires thecomputation of its distance to m training instances on d dimensions. Timecomplexity of computing the distance between two instances is O(d), so com-puting the distance to m training instances is O(m � d). To �nd the nearestneighbor, which has the minimum distance to the new instance, among minstances is O(m). Therefore, the classi�cation time complexity of a singleinstance in the 1-NN algorithm is O(m � d. Since the conditional probabilitythat a given test instance belongs to a class given a feature value is directlycomputed from the corresponding mean and variance of the normal distribu-tion of training instances of that class on that feature, the classi�cation timecomplexity of a single test instance in NBCN is O(d � k).5.2 Empirical Evaluation of the VFI Classi-�ers on Real-World DatasetsEmpirical evaluation is clearly essential to the process of designing and im-plementing new algorithms. In this section empirical evaluation of the VFIalgorithms compared with C4.51, NBCN, CFP2, COFI3, 1-NN, 1-NNFP, andFI44 algorithms on real-world datasets which are widely used by machine learn-ing researchers and provided by the machine learning group at the Universityof California at Irvine [51]. Since experimental science is concerned with datathat occurs in real world, machine learning research on classi�cation algorithms1In all the experiments, C4.5 was run with default settings and pruned results arereported.2In all the experiments, CFP was run with Df = 0:1 and 4 = 0.3In all the experiments, COFI was run with g = 0:1.4FI4 is chosen to represent the FIL algorithms.



CHAPTER 5. EVALUATION OF THE VFI ALGORITHMS 85are usually compared on these commonly used datasets. An overview of thedatasets is shown in Table A.1.The VFI classi�ers are also applied on two medical datasets compiled duringthis thesis [23, 33]. In several medical domains the inductive learning systemswere actually applied, for example, two classi�cation systems are used in local-ization of primary tumor, prognostics of recurrence of breast cancer, diagnosisof thyroid diseases, and rheumatology [44]. The domain for one of our datasets,which is called as Dermatology in this thesis, is for Di�erential Diagnosis ofErythemato-Squamous Diseases (see Appendix for more information). Theproblem in the other domain is to distinguish between the presence and typeof cardiac arrhythmia and to classify it in one of the 16 groups (see Appendix)and the compiled dataset is called Arrhythmia in this thesis. The datasetsconsist of a set of descriptions of patients with known diagnoses predicted by amedical expert. After a concept description is learned by the learning systems,a diagnosis for a new patient is predicted using the learned description.We will also evaluate the VFI algorithms on arti�cial datasets in orderto observe the e�ect of irrelevant features, noise, and unknown values on theclassi�cation accuracy. The next section describes the methodologies used inthe experiments. Section 5.2.2 presents the performance of the VFI algorithmson real-world datasets. In Section 5.2.3, some experiments are described onarti�cial datasets.5.2.1 Testing MethodologyThis section brie
y describes the methodologies used in the empirical evalu-ations of machine learning algorithms. Improved performance is the majoraim of learning algorithms [41]. These various performance measures are thenatural dependent variables for machine learning experiments, just as they arefor studies of human learning. The accuracy and e�ciency of an algorithmcan be measured by various performance measures. There are three impor-tant measures of evaluation for a learning algorithm: accuracy, time, and spacecomplexities.



CHAPTER 5. EVALUATION OF THE VFI ALGORITHMS 86cross{validation (Classifier, DataSet, N)begindivide the DataSet into N foldsrepeat N timesTestSet= a fold that hasn't been used for test yetTrainSet = DataSet� TestSetaccuracy = Classifier(TrainSet,TestSet)return average of N accuraciesend. Figure 5.1. The algorithm for N{fold cross{validation.For supervised concept learning (classi�cation) tasks, the most commonlyused metric is the percentage of correctly classi�ed test instances over all testinstances. This metric cannot be used for unsupervised learning tasks likeconceptual clustering, but this measure can be generalized as the average abilityto predict attribute values [26]. Accuracy of an algorithm is a measure ofcorrect classi�cations on a test set of unseen instances. There are severalways of measuring the accuracy of an algorithm, in the literature the commontechniques are cross-validation, leave-one-out and average of randomized runs.N-fold Cross-Validation: In Figure 5.1, the algorithm for N -fold Cross-Validation is shown. In this technique, a dataset is partitioned into N mutuallydisjoint subsets with the same cardinality or in a way that the cardinalitiesdi�er at most by 1. The N � 1 of these sets are used as the training set, andthe remaining one is used as the test set. This process is repeated for N times,once for each subset being the test set. Classi�cation accuracy is measured asthe average accuracy on all test sets. The union of the all test sets is equal tothe whole dataset. Cross-validation ensures that the training and test sets aredisjoint.Leave-one-out: This technique is a special case of N -fold cross-validationwhere N = m. That is, for a dataset containing m instances, training setcontains m� 1 instances whereas test set contains only 1 instance. Then, thisis repeated for all instances being test instance each time leading to m-fold



CHAPTER 5. EVALUATION OF THE VFI ALGORITHMS 87cross-validation. It is an elegant and straightforward technique for estimatingclassi�er error rates. Evidence for the superiority of the leave-one-out approachis documented in the literature [25, 46]. While leave-one-out can be preferredfor small datasets, it is computationally expensive for large datasets [39].Average of Randomized Runs: In this method, the algorithm is tested overrandomly selected training and testing sets. The important point is that train-ing and test sets must be disjoint. The test is repeated for a �xed number oftimes. The classi�cation accuracy is determined as the average accuracy acrossall trials.In the previous section, we have computed the time and space complex-ities of the VFI algorithms. In the following subsection, the performance ofthe VFI algorithms will be given in terms of their classi�cation accuracies. Inorder to measure the classi�cation accuracy of an algorithm on a dataset, �rstthe dataset is shu�ed with a random seed such that the classes are equally dis-tributed and 10-fold cross-validation is applied on this shu�ed dataset 10 times,each time using a di�erent seed. Then the average of these 10 10-fold cross-validation accuracies makes up the classi�cation accuracy that we report asthe accuracy measurement of an algorithm in this thesis. Our cross-validationprogram provides the same disjoint training and testing sets each time for eachalgorithm in order to compare the results under same conditions. Disjointtraining and testing sets make sure that unseen test instances are classi�edto measure the accuracy of algorithms. Repeating the cross-validation severaltimes on di�erent shu�es of the dataset enables the performance measurementto be more robust.5.2.2 Experiments on Real-World DatasetsIn order to evaluate the VFI algorithms empirically, we have performed someexperiments on real-world datasets from the collection of UCI-Repository [51]and two new real-world datasets compiled during this thesis. These domainshelp us to compare the VFI algorithms with other classi�cation algorithms aswell as demonstrating the applicability of the VFI algorithms to real-worldproblems. Detailed information about these real-world datasets are given in



CHAPTER 5. EVALUATION OF THE VFI ALGORITHMS 88Table 5.2. Classi�cation accuracy (%) of feature projection based methods|CFP, COFI, 1-NNFP, FI4, VFI1, VFI2, VFI3, VFI4, VFI5| obtained byaveraging 10 10-fold cross-validation results on eighteen real-world datasets.Inducer: CFP COFI 1-NNFP FI4 VFI1 VFI2 VFI3 VFI4 VFI5Arrhythmia 54.23 55.15 50.98 57.79 52.15 48.87 52.54 45.8 61.49Bcancerw 95.64 56.08 95.01 97.17 96.2 95.67 88.48 88.48 95.08Cleveland 74.08 82.32 68.24 79.07 82.09 83.35 81.63 81.63 81.86Dermatology 50.24 94.56 47.18 59.46 95.98 96.14 93.34 96.58 96.64Diabetes 66.12 63.94 66.17 68.09 56.55 66.64 64.33 64.33 54.73Glass 54.54 50.74 53.79 42.52 57.3 55.51 55.38 54.95 58.81Horse 66.47 77.48 68.02 75.33 78.13 76.8 77.99 77.99 78.05Hungarian 68.75 83.57 71.88 76.78 83.43 84.31 82.85 82.85 85.23Ionosphere 87.29 64.12 87.14 88.37 84.55 85.92 90.48 90.57 81.07Iris 89.4 91.33 87.0 92.13 95.93 94.6 93.8 93.8 96.0Liver 58.17 52.62 54.31 61.42 59.75 56.58 58.18 58.18 59.24Musk 72.62 57.32 76.49 81.94 75.48 72.06 75.29 75.29 76.97New-thyroid 87.61 92.44 89.44 87.22 93.75 94.94 93.56 93.56 92.63Page-blocks 90.06 91.22 90.86 90.64 87.18 86.41 86.75 86.75 88.02Segmentation 77.27 83.72 76.18 78.53 77.4 76.9 77.68 77.68 77.03Sonar 68.02 65.07 63.7 65.62 59.64 68.06 57.98 57.98 58.75Vehicle 56.73 36.78 51.36 58.74 52.91 59.16 53.72 53.72 57.39Wine 87.97 91.5 85.05 89.15 97.13 95.38 96.34 96.34 96.4Average: 72.51 71.66 71.27 74.99 76.97 77.63 76.69 76.47 77.52Appendix A.Since the motivation of developing the VFI classi�ers comes from otherfeature projection based methods, we �rst compare the classi�cation accuraciesof the VFI algorithms with those of other feature projection based methodsdescribed in Chapter 3. The classi�cation accuracies of the VFI classi�erscompared with those of the CFP, the COFI, the 1-NNFP, and the FI4 classi�ersobtained by averaging 10 10-fold cross-validation results on eighteen real-worlddatasets are given in Table 5.2. The highest classi�cation accuracy for eachdataset is shown in bold. The results show that it is usually one of the VFIclassi�ers that has the highest accuracy among all other feature projectionbased methods. These experiments empirically show that VFI classi�ers arethe best performing feature projection based technique in terms of classi�cationaccuracy. Each time a di�erent version might achieve the highest accuracy,that's why we present all the versions in this thesis. Although the accuraciesof di�erent versions of VFI on a given dataset are usually close to each other,it might di�er on a few datasets. At the bottom of the table, the average ofthe accuracies of each classi�er on all datasets is also shown by \Average",



CHAPTER 5. EVALUATION OF THE VFI ALGORITHMS 89Table 5.3. Classi�cation accuracy (%) of VFI1, VFI2, VFI3, VFI4, VFI5,NBCN, 1-NN, and C4.5 obtained by averaging 10 10-fold cross-validation re-sults on eighteen real-world datasets.Inducer: VFI1 VFI2 VFI3 VFI4 VFI5 1-NN NBCN C4.5Arrhythmia 52.15 48.87 52.54 45.8 61.49 53.93 50.78 66.99Bcancerw 96.2 95.67 88.48 88.48 95.08 95.28 96.01 94.99Cleveland 82.09 83.35 81.63 81.63 81.86 77.34 83.53 74.85Dermatology 95.98 96.14 93.34 96.58 96.64 95.63 87.47 94.68Diabetes 56.55 66.64 64.33 64.33 54.73 70.46 75.43 74.15Glass 57.3 55.51 55.38 54.95 58.81 69.63 46.33 69.25Horse 78.13 76.8 77.99 77.99 78.05 79.09 78.04 85.42Hungarian 83.43 84.31 82.85 82.85 85.23 76.52 84.13 79.29Ionosphere 84.55 85.92 90.48 90.57 81.07 86.79 87.46 89.74Iris 95.93 94.6 93.8 93.8 96.0 95.26 95.39 93.72Liver 59.75 56.58 58.18 58.18 59.24 62.51 56.14 66.37Musk 75.48 72.06 75.29 75.29 76.97 85.39 72.64 82.91New-thyroid 93.75 94.94 93.56 93.56 92.63 96.85 96.35 92.73Page-blocks 87.18 86.41 86.75 86.75 88.02 96.04 90.16 96.93Segmentation 77.4 76.9 77.68 77.68 77.03 97.22 79.72 96.99Sonar 59.64 68.06 57.98 57.98 58.75 86.54 67.55 73.45Vehicle 52.91 59.16 53.72 53.72 57.39 69.74 45.47 72.7Wine 97.13 95.38 96.34 96.34 96.4 95.08 97.46 93.78Average: 76.97 77.63 76.69 76.47 77.52 82.74 77.23 83.27and these average accuracies also show that VFI classi�ers achieve better thanother feature projection based methods on the average.Next, the classi�cation accuracies of VFI classi�ers compared with those ofthe NBCN, the 1-NN, and the C4.5 algorithms obtained by averaging 10 10-foldcross-validation results on eighteen real-world datasets are given in Table 5.3.The experiments show that the highest average accuracy results are those ofC4.5 followed by 1-NN. VFI classi�ers are outperformed by C4.5 and 1-NNsigni�cantly on only one-third of all the datasets. On seven of the datasets,which is nearly one-third of all the datasets, VFI classi�ers achieve betterthan both C4.5 and 1-NN. C4.5 and 1-NN are the state-of-the-art classi�cationalgorithms in machine learning and di�er from all the other algorithms inthis thesis that they do not consider each feature separately. The separateconsideration of features is common in all the feature projection based methodsand the Naive Bayesian Classi�er, which is also a classical classi�er. When we



CHAPTER 5. EVALUATION OF THE VFI ALGORITHMS 90Table 5.4. Average training running times (msec.) of CFP, COFI, 1-NNFP,FI4, VFI1, NBCN, and 1-NN on a SUN Sparc 20/61 workstation. Training isdone with 9/10 instances of the whole dataset.Inducer: CFP COFI 1-NNFP FI4 VFI1 NBCN 1-NNArrhythmia 7461.20 282.00 1453.80 2261.94 829.98 764.78 90.64Bcancerw 173.00 43.27 146.02 154.93 19.74 11.84 5.15Cleveland 111.93 21.17 82.32 69.73 11.01 60.63 2.75Dermatology 358.73 39.84 272.13 202.07 53.50 57.25 8.58Diabetes 274.94 48.69 77.47 113.96 18.67 11.06 5.00Glass 82.89 14.84 19.30 31.04 11.73 12.73 1.19Horse 171.00 29.26 342.68 331.09 18.71 105.25 5.45Hungarian 88.89 19.47 195.62 195.53 9.98 44.06 2.36Ionosphere 535.00 40.63 114.68 192.21 42.59 29.23 8.31Iris 19.35 8.53 5.03 7.82 3.50 5.12 0.48Liver 74.56 21.30 20.83 27.10 7.25 6.69 1.60Musk 4762.64 174.86 861.63 1184.50 266.00 151.65 56.40New-thyroid 31.54 12.54 9.28 48.06 5.01 5.74 0.80Page-blocks 5349.40 338.94 1208.66 1100.16 244.55 64.34 93.39Segmentation 12795.00 171.47 860.20 1291.16 200.00 61.44 55.26Sonar 624.84 40.74 113.48 209.00 50.60 43.06 7.13Vehicle 901.00 61.26 202.28 205.00 54.24 27.93 12.58Wine 83.34 12.54 20.32 35.08 11.14 12.17 1.52Average: 1883.29 76.74 333.65 425.58 103.23 81.94 19.92compare the accuracies of VFI classi�ers with those of NBCN, we observethat VFI classi�ers outperform NBCN on most of the datasets. The averageaccuracies of NBCN and the VFI classi�ers are approximately equal to eachother which shows that VFI classi�ers achieve comparably with NBCN.Although NBCN and VFI classi�ers lose in classi�cation accuracy on somedatasets compared to C4.5 and 1-NN, they provide much faster classi�cationrunning times with only small increases in training times. To show this empiri-cally, the average training and classi�cation running times of all algorithms areshown in Table 5.4 and Table 5.5 respectively. In these tables, we show the FI4algorithm as representative for the FIL algorithms and VFI1 as representativefor the VFI algorithms since the training times of all the versions are almostequal. On the average, the fastest in training is the 1-NN because it is totallya lazy learner and it does not process the input examples. The COFI, NBCN,and VFI1 algorithms go beyond this lazy learning and learns some concept



CHAPTER 5. EVALUATION OF THE VFI ALGORITHMS 91Table 5.5. Average classi�cation running times (msec.) of CFP, COFI,1-NNFP, FI4, VFI1, NBCN, and 1-NN on a SUN Sparc 20/61 workstation.Classi�cation is done with 1/10 instances of the whole dataset and 0 msec.means less than 0:1 msec.Inducer: CFP COFI 1-NNFP FI4 VFI1 NBCN 1-NNArrhythmia 356.00 193.06 101.00 41.31 122.70 689.68 5478.24Bcancerw 4.10 4.14 1.78 1.54 1.83 6.56 773.05Cleveland 2.76 2.06 1.03 0.87 1.01 2.99 156.38Dermatology 6.91 9.37 3.93 2.20 4.90 33.15 514.28Diabetes 11.71 4.33 4.99 2.37 1.76 6.35 832.23Glass 3.56 1.97 1.62 0.66 0.82 6.26 63.19Horse 3.51 3.03 2.00 1.36 1.71 4.35 327.00Hungarian 2.34 1.94 1.00 0.87 0.96 2.58 144.73Ionosphere 22.11 4.43 15.94 4.56 3.36 11.8 458.58Iris 0.66 0.83 0.00 0.17 0.20 1.50 19.60Liver 3.09 1.70 1.07 0.50 0.74 2.40 137.20Musk 237.00 24.33 96.40 35.56 33.10 73.98 3561.00New-thyroid 1.16 1.17 0.30 0.50 0.38 2.27 46.03Page-blocks 297.08 46.29 85.16 24.59 22.59 125.35 55784.00Segmentation 875.45 35.70 73.10 20.36 21.91 141.00 13688.30Sonar 26.57 3.80 19.02 5.66 4.00 12.72 258.47Vehicle 35.36 9.19 10.34 4.58 5.55 28.60 1667.03Wine 2.81 1.46 2.08 0.81 0.87 3.74 54.51Average: 104.12 19.38 23.38 8.25 12.68 64.18 4664.65descriptions in less than 0:1 seconds. The 1-NNFP and FI4 algorithms are 3and 4 times slower than VFI1 but they still learn their concept descriptionsin less than half a second. The CFP algorithm is the slowest in learning itsconcept description. If we look at the individual training times, wee see thatCFP is slower on datasets with either large number of instances or featuresthan it is on small datasets and/or datasets with small number of features.When a classi�er such as 1-NN is totally lazy in learning, everything isleft to classi�cation process that causes the classi�er to be enormously slow inclassi�cation, compared to all feature projection based learning methods andthe NBCN algorithm. The average classi�cation time of the 1-NN algorithm is388 times more than the VFI1 algorithm as shown in Table 5.5. This empir-ical result is supported by the complexity analyses in Section 5.1.3 where thecomplexity of classifying a single instance in VFI1 is in O(d � k) whereas thecomplexity of classifying a single instance in 1-NN is in O(m � d. All feature
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Figure 5.2. Average training time of all classi�ers on datasets with increasingnumber of instances. 9/10 of the whole dataset is used in training.projection based learning methods are very fast in classi�cation which is a re-sult of this knowledge representation scheme. However, the CFP algorithm isa little slower in classi�cation than the others as in the case of training.When we compare the average classi�cation time of our VFI1 classi�er withthat of the NBCN classi�er, we observe that VFI1 is 5 times faster than NBCN.Naive Bayesian Classi�ers are fast classical classi�ers, and Kononenko pointedout that induction of decision trees is relatively slow as compared to NaiveBayesian classi�er [44]. Since VFI1 requires approximately equal training timeand faster classi�cation time compared to the Naive Bayesian classi�er, VFI1is also faster than decision tree inducers.In order to see the e�ect of the size of the dataset in running times of theclassi�ers, I have run all the classi�ers on datasets with increasing number ofinstances. The e�ect of the data size on the average training time is shown inFigure 5.2. The 1-NNFP and FI4 algorithms are the ones that su�er mostlywith increasing data size. The COFI algorithm shows a smooth increase and allthe others are not a�ected much. The VFI1 algorithm is used to represent the
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Figure 5.3. Average training time of all VFI versions on datasets with increas-ing number of instances. 9/10 of the whole dataset is used in training.VFI algorithms, but a further comparison of the training times with increasingdata size of all versions is shown in Figure 5.3.The e�ect of data size on the average classi�cation times shown in Figure 5.4is more important to compare the VFI1 algorithm with the 1-NN algorithm.The 1-NN algorithm has such a sharp increase in classi�cation time that theother algorithms are nearly unseen in the graph shown in Figure 5.4. Fig-ure 5.5 shows the comparison of classi�cation times of all other algorithmswith increasing data size. This graph shows that the classi�cation times ofthe VFI1, FI4, and 1-NNFP algorithms increase the least among all otheralgorithms. The NBCN algorithm is the mostly a�ected algorithm from theincrease in the data size. The VFI1 algorithm is used to represent the VFIalgorithms in the above graphs, but a further comparison of the classi�cationtimes with increasing data size of all versions is shown in Figure 5.6.In this section, we have empirically compared the VFI classi�ers in termsof classi�cation accuracy, average training times, and average classi�cationtimes with several other classi�cation algorithms on real-world datasets. The
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Figure 5.4. Average classi�cation time of all classi�ers on datasets with increas-ing number of instances. 1/10 of the whole dataset is used in classi�cation.
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Figure 5.5. Average classi�cation time of all classi�ers except the 1-NN al-gorithm on datasets with increasing number of instances. 1/10 of the wholedataset is used in classi�cation.
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Figure 5.6. Average classi�cation time of all VFI versions on datasets withincreasing number of instances. 1/10 of the whole dataset is used in classi�ca-tion.accuracy results have shown that VFI classi�ers achieve the highest accuraciesamong all feature projection based methods. When compared to some well-known classi�cation methods, VFI classi�ers are outperformed by 1-NN andC4.5 on the average but usually perform better than NBCN. However, theclassi�cation in the VFI classi�ers are shown to be much much faster than1-NN and even faster than NBCN. Moreover, it is possible to improve theclassi�cation accuracy of the VFI classi�ers signi�cantly by learning featureweights, which will be discussed in Chapter 6.5.2.3 Experiments on Arti�cial DatasetsReal-world domains might have irrelevant features, noisy instances, and un-known (missing) feature values. Learning even in the presence of irrelevantfeatures is an important criteria for a learning system [10] as well as learn-ing from noisy and/or incomplete data [47]. Therefore, we generated arti�cialdatasets from a real-world dataset by adding irrelevant features, noise, andunknown values and empirically evaluated the VFI algorithms compared with



CHAPTER 5. EVALUATION OF THE VFI ALGORITHMS 96other classi�ers. We used the real-world dataset Iris in our experiments andobserved the change in the classi�cation accuracy of the classi�ers as we addedeither some irrelevant features, or some noisy values, or some unknown valuesto the Iris dataset. We chose the Iris dataset in our experiments because itis a commonly used dataset and nearly all of the classi�ers are successful onthis dataset. The original Iris dataset does not contain any unknown featurevalues.Next section presents the results of experiments with increasing numberof irrelevant features added to the Iris dataset. Section 5.2.3.2 presents thee�ect of increasing noise level for the VFI algorithms compared with otheralgorithms. Section 5.2.3.3 presents the e�ect of unknown values in both thetraining and testing dataset that includes new instances to be classi�ed.5.2.3.1 Experiments with Increasing Number of Irrelevant FeaturesReal-world datasets may contain irrelevant features or unequally relevant fea-tures. For example, medical doctors usually have this relevance information intheir mind and distinguish diseases from each other by paying more attentionto some more relevant features. Machine learning researchers have developedfeature selection methods to cope with irrelevant features [6, 38, 67].We investigated the e�ect of irrelevant features on the classi�cation accu-racy of the VFI classi�ers, and compared with other classi�ers. In these exper-iments, we added some irrelevant continuous features with randomly assignedvalues to the Iris dataset. The number of such arti�cially added irrelevantfeatures is an even number between 0 and 10.The classi�cation accuracies of the VFI classi�ers compared with otherfeature projection based learning methods with increasing number of irrelevantfeatures are plotted in Figure 5.7. The x-axis shows the number of irrelevantfeatures added to the Iris dataset. The y-axis shows the 10-fold cross-validationaccuracy results obtained from the average of 50 runs of the classi�ers on thegenerated datasets. The accuracy of VFI classi�ers are not a�ected with theaddition of irrelevant features, even when there are 10 irrelevant features. On
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Figure 5.7. 10-fold cross-validation accuracy results of the VFI algorithmscompared with that of CFP, COFI, 1-NNFP, and FI4 algorithms on Iris datasetwith increasing number of irrelevant attributes.
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Figure 5.8. 10-fold cross-validation accuracy results of the VFI algorithmscompared with that of 1-NN, C4.5, NBCN algorithms on Iris dataset withincreasing number of irrelevant attributes.



CHAPTER 5. EVALUATION OF THE VFI ALGORITHMS 98the other hand, all the other feature projection based methods seem to bea�ected negatively with the addition of irrelevant features. The performancedecrease slope of FI4 and COFI look nearly same whereas the performancedecrease of 1-NNFP and CFP have sharper slopes.Figure 5.8 shows the comparison of the VFI classi�ers with other well-known classi�ers described in Chapter 2 such as C4.5, NBCN, and 1-NN. Asshown in the previous graph, VFI classi�ers are not a�ected with the additionof irrelevant features. Similarly, the classi�cation accuracies of both NBCNand C4.5 have not also changed. However, the 1-NN algorithm is negativelya�ected with the addition of irrelevant features.5.2.3.2 Experiments with Increasing Noise LevelThis section investigates the e�ect of noise in the datasets on the VFI algo-rithms compared to other algorithms. There are two major types of noise thatcan be found in real-world datasets [3, 11, 15, 27, 69]:1. Feature (attribute) noise, de�ned as incorrect feature value.2. Classi�cation noise, de�ned as incorrect class label of an instance.Quinlan demonstrated that feature noise, occurring simultaneously in allfeatures describing the instances, can result in faster decrease in classi�cationaccuracy than noise only in the class label does [54]. Therefore, we studied thefeature noise in our experiments. Feature values of the Iris dataset only in thetraining set are replaced with random values in the feature domain with anincreasing noise probability. We experiment with noise probabilities from 0:05to 0:5.The classi�cation accuracies of the VFI classi�ers compared with other fea-ture projection based methods with increasing level of noise in feature valuesare plotted in Figure 5.9. The x-axis shows the probability of noise (levelof noise) added to the Iris dataset. The y-axis indicates the 10-fold cross-validation accuracy results obtained from the average of 50 runs of the clas-si�ers on the generated datasets. The VFI classi�ers seem to be negatively
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Figure 5.9. 10-fold cross-validation accuracy results of the VFI algorithmscompared with that of CFP, COFI, 1-NNFP, and FI4 algorithms on Iris datasetwith increasing level of noise.
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Figure 5.10. 10-fold cross-validation accuracy results of the VFI algorithmscompared with that of 1-NN, C4.5, NBCN algorithms on Iris dataset withincreasing level of noise.



CHAPTER 5. EVALUATION OF THE VFI ALGORITHMS 100a�ected with the addition of noisy values. The accuracies of almost all the ver-sions signi�cantly decrease with increasing level of noise except VFI2, whichis a�ected much less than the other versions in the presence of noise. Thisis a superiority of VFI2 over other versions of VFI classi�ers. The accuracyof COFI algorithm also decreases with increasing level of noise. The featureprojection based methods that are not a�ected signi�cantly from the additionof noise are CFP, 1-NNFP, and FI4 algorithms.Figure 5.10 shows the comparison of the VFI classi�ers with other well-known classi�ers such as C4.5, NBCN, and 1-NN with increasing level of noise.This graph shows that the 1-NN and C4.5 algorithms are not a�ected with theaddition of noise to the Iris dataset. On the other hand, NBCN is negativelya�ected with the addition of noisy values and performs more poorly than VFI2in the presence of noise.5.2.3.3 Experiments with Increasing Level of Missing ValuesMost of the real-world datasets contain missing (unknown) feature values andthe percentage of missing values are shown in Table A.1. In order to cope withinstances that contain missing values, several methods have been proposed[30, 55, 56, 57, 58]. These methods can be summarized as:� Ignoring instances which have unknown feature values.� Assuming an additional special value for unknown attribute values.� Using probability theory by utilizing information provided by context.� Generating additional instances for all possible values of the unknownattribute.� Exploring all branches (on decision trees) remembering that somebranches are more probable than others.VFI algorithms follow a natural and plausible approach for handling un-known feature values, they simply ignore only the feature with the unknown



CHAPTER 5. EVALUATION OF THE VFI ALGORITHMS 101value instead of ignoring the whole instance. What makes this approach pos-sible is the separate consideration of features in both the training and classi-�cation phase of the VFI classi�ers. Handling unknown feature values is thesame as in the other feature projection based learning methods as well as theNaive Bayesian Classi�er since they all treat each feature separately. Simplyignoring unknown feature values allows reduction in training and classi�cationtime. On the other hand, the 1-NN algorithm tries to determine the value ofan unknown feature value using probability distribution of the known values ofthat feature. For the decision tree induction algorithms, when the value for afeature of an instance is unknown, the test outcome at the decision node testingthat feature for that instance will be unknown. C4.5 divides such an instanceinto probabilistic fragments allowing a single instance to follow multiple pathsin the tree. This applies both when the training instances are divided duringthe construction of a tree and when the tree is used to classify new instances.Since unknown values might both appear in training data and testing datathat contains new instance to be classi�ed, experiments to investigate the ef-fect of increasing level of unknown feature values in both training and testingdatasets are performed.First, I will present the e�ect of increasing level of unknown feature valuesin the training dataset on the classi�cation accuracy of several classi�ers aswell as the VFI classi�ers. To generate training datasets with unknown featurevalues from the Iris dataset, we replace randomly selected feature values tounknown with an increasing unknown probability. In our experiments, theunknown probability varies from 0:0 to 0:5.The classi�cation accuracies of the VFI classi�ers compared with other fea-ture projection based learning methods with increasing percentage of unknownvalues in feature values of the training dataset are plotted in Figure 5.11. Thex-axis shows the probability of unknown values (level of unknown values) addedto the Iris training dataset. The y-axis summarizes the 10-fold cross-validationaccuracy results obtained from the average of 50 runs of the classi�ers on thegenerated datasets. The accuracy of VFI classi�ers are not a�ected with the ad-dition of unknown feature values, even when the 50% percentage of the datasetis full of unknown values. VFI5 seems to be the version that loses the most in
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Figure 5.11. 10-fold cross-validation accuracy results of the VFI algorithmscompared with those of CFP, COFI, 1-NNFP, and FI4 algorithms on Irisdataset with increasing percentage of unknown values in training dataset.
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Figure 5.12. 10-fold cross-validation accuracy results of the VFI algorithmscompared with those of 1-NN, NBCN, and C4.5 on Iris dataset with increasingpercentage of unknown values in training dataset.



CHAPTER 5. EVALUATION OF THE VFI ALGORITHMS 103accuracy among �ve versions, but the di�erence is insigni�cant. Similarly, theother feature projection based methods do not lose accuracy with the additionof unknown feature values to the training dataset. However, it is interestingthat COFI gains classi�cation accuracy with the addition of unknown values.Figure 5.12 shows the comparison of the VFI classi�ers with other well-known classi�ers such as C4.5, NBCN, and 1-NN. As shown in the previousgraph, VFI classi�ers are not a�ected with the addition of unknown featurevalues. Similarly, the accuracy of NBCN does not change with the additionof unknown values to the training dataset. Remember that NBCN simplyignores the feature having unknown value as in the other feature projectionbased methods. The plots of C4.5 is nearly lost in the graph, but it startsat the same point as that of NBCN and stops a little below NBCN. Thisshows that C4.5 is a�ected a little more than NBCN but the decrease in itsclassi�cation accuracy is not that large. The signi�cant degrade in accuracyis observed in 1-NN, which determines the value of an unknown feature valueusing probability distribution of the known values of that feature. These resultsshow that the method of handling unknown values of all the feature projectionbased methods and NBCN are superior to that of 1-NN, which is not suitablefor simply ignoring only the feature with unknown value.We also investigated the e�ect of increasing level of unknown feature valuesthat might exist in the new instances to be classi�ed on the classi�cation ac-curacy of several classi�ers. To generate test datasets including new instanceswith unknown feature values from the Iris dataset, randomly selected featurevalues are replaced by unknown. In the experiments, the probability of replac-ing feature values with an unknown value ranges from 0:0 to 0:5.Figure 5.13 shows the classi�cation accuracies of the VFI classi�ers com-pared with other feature projection based learning methods with increasinglevel of unknown values in feature values in the test dataset. The x-axis showsthe probability of unknown values (level of unknown values) added to the Iristest dataset. The y-axis shows the 10-fold cross-validation accuracy results ob-tained from the average of 50 runs of the classi�ers on the generated datasets.The accuracy of VFI classi�ers decrease only a little with the addition of un-known feature values to the test dataset. VFI5 seems to be the version that
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Figure 5.13. 10-fold cross-validation accuracy results of the VFI algorithmscompared with those of CFP, COFI, 1-NNFP, and FI4 algorithms on Irisdataset with increasing percentage of unknown values in test data.
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Figure 5.14. 10-fold cross-validation accuracy results of the VFI algorithmscompared with those of 1-NN, NBCN, and C4.5 algorithms on Iris datasetwith increasing level of unknown values in test data.



CHAPTER 5. EVALUATION OF THE VFI ALGORITHMS 105loses the most in accuracy among �ve versions, but the di�erence is insigni�-cant. Similarly, the other feature projection based methods lose little accuracywith the addition of unknown feature values to the test dataset with the onlyexception of the FI4 algorithm. The FI4 algorithm experiences a sharp degradewith the addition of unknown values to the test dataset.Figure 5.14 shows the comparison of the VFI classi�ers with other well-known classi�ers such as C4.5, NBCN, and 1-NN. As shown in the previousgraph, the accuracy of th VFI classi�ers decrease a little with the addition ofthe unknown values to the test instances. Similarly, the 1-NN and NBCN algo-rithms lose some accuracy with this addition. The algorithm which is a�ectedmost negatively is the C4.5 algorithm, which experiences a sharp degrade withthe addition of unknown values to the test instances. This shows that themethod of handling unknown values in the test instances of C4.5 is not suc-cessful. On the other hand, simply ignoring that unknown value as done in allfeature projection based methods and NBCN is more successful.5.3 DiscussionThe experimental results on real-world datasets show that VFI classi�ers arealmost always achieve the highest classi�cation accuracies among all the otherfeature projection based methods. Another result from empirical evaluation onreal-world datasets is that VFI performs comparably on the average and evenbetter on most datasets than NBCN, but the well-known algorithms such as1-NN and C4.5 often achieve higher accuracies than VFI classi�ers. However,VFI algorithms have a signi�cant speed advantage in classi�cation over 1-NN and also classi�es a little faster than NBCN. Moreover, the classi�cationaccuracy of the VFI classi�ers can be improved by learning feature weightsdescribed in the next chapter.The experiments on arti�cially generated datasets have shown that theVFI classi�ers are very robust to the presence of irrelevant features whereasall other feature projection based methods and the nearest neighbor algorithmlose classi�cation accuracy with the addition of irrelevant features. However,



CHAPTER 5. EVALUATION OF THE VFI ALGORITHMS 106the VFI algorithms are a�ected negatively in the presence of noisy featurevalues. These experiments on noisy datasets have also shown that VFI2 isthe noise-tolerant version of the VFI classi�ers. Lastly, the e�ect of unknownvalues that might exist both in training and test datasets is investigated. Theexperimental results have shown that VFI classi�ers as well as the other featureprojection based methods are not a�ected with the addition of the unknownvalues to the training instances whereas the classi�cation accuracy of the 1-NN algorithm decreases in the presence of unknown values. This has shownthat the method of handling unknown feature values in the training datasetused by the feature projection based methods is better than that of the 1-NN algorithm. When unknown values are present in the new instances to beclassi�ed, the classi�cation accuracy of VFI classi�ers decrease a little whereasthe C4.5 algorithm experiences a sharp degrade in accuracy. This has shownthat the method of handling unknown feature values in the new instances usedby the feature projection based learning methods is better than that of C4.5.



Chapter 6Learning Feature WeightsAll the classi�cation algorithms mentioned up to this point assume that thefeatures representing a domain are equally relevant. But in many real-worldproblems the features might have di�erent degrees of relevance ranging frombeing totally relevant to being totally irrelevant in representing the concept.The k-NN algorithm presented in Chapter 2, the k-NNFP, CFP, COFI, andFIL algorithms presented in Chapter 3 and the versions of the VFI algorithmspresented in Chapter 4 assumed that all the features are equally relevant.However, they are all suitable to use the feature relevance weight informationin addition to the training examples. The aim of using feature weights is toreduce the impact of irrelevant and weakly relevant features and to increasethe impact of the strongly relevant features in learning the concept descriptionof a given domain.Feature weight learning methods are organized along 5 dimensions [76].The �rst dimension is called as bias, which refers to whether the weight learn-ing algorithm receives feedback from the learning algorithm (i.e., the classi�er)or not. This bias dimension is analyzed in a separate paper by Wettschereckand Aha [75]. Performance bias weight learning methods use performancefeedback from the classi�er during learning. They have an advantage: theirsearch for feature weight settings is guided by how well those settings per-form. Preset bias methods do not use feedback from the classi�er to assignweight settings. Instead, they use a pre-existing model's bias. The distinction107



CHAPTER 6. LEARNING FEATURE WEIGHTS 108between performance and preset bias may also be described as wrapper and�lter models [38]. One group of performance bias methods, called incrementalhill-climbers [75], modify feature weights incrementally to increase similaritybetween a test instance and nearby training instances in the same class, and todecrease its similarity with nearby training instances in other classes. IB4 [3],EACH's weighting method [63], and CFP's weighting method [32] are exam-ples of incremental hill-climbers. The other group of performance bias methods,called continuous optimizers [75], iteratively update feature weights using onlytraining instances. GA-WKNN [40], GA-CFP [31], and k � NNV SM [74] areexamples of continuous optimizers.The second dimension of the framework of weighting methods is the sizeof weight space, which is used to distinguish feature weighting from feature se-lection algorithms. In fact feature selection algorithms are a proper subset offeature weighting algorithms that employ binary weights (i.e., 0 or 1), meaningthat feature is either totally relevant (1) or totally irrelevant (0). The thirddimension is the representation, which is used to distinguish algorithms thatuse the given representation from those that transform the given representa-tion into one that might yield better performance. The fourth dimension is thegenerality, which refers to whether the learning algorithm learns settings for asingle set of weights that are employed globally (i.e., over the entire instancespace) or assume weights that di�er among local regions of the instance space.The last dimension is knowledge, which distinguishes knowledge-poor weightlearning algorithms from others that employ domain speci�c knowledge to setfeature weights. These �ve dimensions are used to make up a framework forfeature weight learning methods [76]. Several variants of k-NN using featureweights in the distance function have been proposed, which are classi�ed ac-cording to this framework. The feature projection based techniques can use allof the weight learning methods that are used for the k-NN algorithm.In this thesis, we introduce a performance bias weight learning method ac-cording to the bias dimension of the framework introduced by Wettscherecket al. [76]. This new weight learning method uses genetic algorithms to learnfeature weights, and thus is a continuous optimizer. According to the weight



CHAPTER 6. LEARNING FEATURE WEIGHTS 109space dimension, it is a feature weighting algorithm since the weights of fea-tures are not limited to only binary weights. If we classify according to therepresentation dimension, it is a weight learning method that uses the givenrepresentation. According to the generality dimension, it is a global weightlearning algorithm because the weights are learned for the entire instance space.Learning weights by genetic algorithms is a knowledge-poor method since nodomain speci�c knowledge is used. Four genetic algorithms are designed to beused for any given classi�er and used for optimizing the classi�cation accuracyfor the Nearest Neighbor [21] and the VFI1 classi�er.Some other performance bias methods also using genetic algorithms areGA-WKNN [40] and GA-CFP [31]. GA-WKNN uses many genetic operatorsto learn the feature weights for the Weighted Nearest Neighbor Algorithm(WKNN), where k was chosen as 3. GA-CFP uses genetic algorithms to learnfeature weights and some other parameters for the CFP classi�er [32].The next section gives a brief introduction to genetic algorithms, Section 6.2describes how genetic algorithms are used in weight learning for classi�ers.Then the experimental results for 1-NN and VFI classi�ers using weight learn-ing genetic algorithms are given in Section 6.3.6.1 Genetic AlgorithmsGenetic algorithms are search and optimization algorithms based on naturalselection and natural genetics. They have been introduced by John Holland[35]. Genetic algorithms combine survival of the �ttest (best) among a popu-lation of strings (chromosomes) with a structured yet randomized informationexchange to form a search algorithm. In every generation, a new set of arti�cialcreatures represented by chromosomes is created from the previous populationof creatures selected according to the survival of the �ttest principal. Althoughthe genetic algorithms are randomized search algorithms, they e�ciently ex-ploit historical information to reach new search points with expected improvedperformance.



CHAPTER 6. LEARNING FEATURE WEIGHTS 110genetic-algorithm ():beginstep = 0initialize population P (step)/* each chromosome is a coding of the parameter set */evaluate (P (step))repeat until termination conditionstep = step + 1reproduction (P (step))crossover (P (step))mutation (P (step))elitism (P (step))evaluate (P (step))end. Figure 6.1. The algorithm for a genetic algorithm.Genetic algorithms can be used to optimize some parameters to be usedin a system. The search for the optimum parameters start with a randomlygenerated population of chromosomes which is a coding of the parameter setand continues by generating new populations from the old ones. Genetic al-gorithms (GAs) are di�erent from more traditional optimization and searchprocedures in four ways [20]:� GAs work with a coding of the parameter set, not the parameters them-selves.� GAs search from a population of points, not a single point.� GAs use a payo� (objective function) information, not derivatives orother auxiliary knowledge.� GAs use probabilistic transition rules, not deterministic rules.A general outline of a genetic algorithm is given in Figure 6.1. The al-gorithm starts with an initial population of chromosomes each of which is acoding for a setting of the parameter set. As mentioned earlier GAs search



CHAPTER 6. LEARNING FEATURE WEIGHTS 111from a population of points, so there must be a set of operations that takethis initial population and generate successive populations that improve overtime. After the current population is evaluated according to the given per-formance measure, the genetic operators are applied to the individuals of thecurrent population. The �rst three operators |reproduction, crossover, andmutation| are the main operators of a genetic algorithm that is used in manypractical problems.Reproduction is a process where individual chromosomes are copied to thenext generation according to their objective function (�tness function) val-ues. We can think of the objective function as some measure of pro�t, utility,or goodness that we want to maximize. Copying chromosomes according totheir �tness values means that chromosomes with a higher value have a higherprobability of contributing one or more o�spring in the next generation. Re-production operator is an arti�cial version of natural selection, a Darwiniansurvival of the �ttest among string creatures. One of the algorithmic forms ofthe reproduction operator is a biased roulette wheel where each current chro-mosome in the population has a roulette wheel slot sized in proportion to its�tness. A simple spin of the weighted roulette wheel yields the reproductioncandidate o�spring. This enables the more highly �t chromosomes to have ahigher number of o�springs in the succeeding generation. Once a chromosomehas been selected for reproduction, an exact copy of that chromosome is cre-ated. Then this chromosome enters into a mating pool for crossover operator.After reproduction, the newly produced chromosomes in the mating poolare mated at random with each other. Each selected pair of chromosomesundergoes a crossover operation. There are several crossover operations, fourof which are used in this thesis are as follows:1. One-Point Crossover (1PCO):One-point crossover is the simplest crossover operator, where two o�-springs are produced from two parent chromosomes. Given two parentchromosomes of length l, an integer position k (crossover site) along thechromosome is selected uniformly at random between 2 and l � 1 inclu-sive. Two new chromosomes are created by swapping all genes between



CHAPTER 6. LEARNING FEATURE WEIGHTS 112positions k + 1 and l. The algorithm for 1PCO is given in Figure 6.2.2. Two-Point Crossover (2PCO):Two-point crossover produces two o�springs from two parent chromo-somes. There are two crossover sites instead of one as in the case ofone-point crossover. First, an integer position k1 (�rst crossover site) isselected randomly between 2 and l� 1 (from the range [2 :: l� 1]). Thenanother integer position k2 (second crossover site) is selected randomlybetween k1 + 1 and l (from the range [k1 + 1 :: l]). Two new chromo-somes are created by swapping all genes between positions k1 and k2 (inthe range [k1 :: k2)). Two-Point Crossover is a special case of multiple-point crossover, where we can have more than two crossover sites. Thealgorithm for 2PCO is given in Figure 6.2.3. Uniform Crossover (UCO):Uniform crossover produces two o�springs from two parent chromosomes.The corresponding genes of parent chromosomes are swapped with someprobability, pu. Two probabilities which sum up to 1 are symmetricand pu = 0:5 causes the maximum exchange of genes between parentchromosomes. The algorithm for UCO is also given in Figure 6.2.4. Continuous Uniform Crossover (CUCO):Continuous Uniform Crossover is a new crossover operator developed andused in the weight learning genetic algorithm. Given two chromosomesx =< x1; x2; : : : ; xn > and y =< y1; y2; : : : ; yn > such that n is the num-ber of genes in a chromosome and is equal the number of features whena chromosome is the encoding of a feature weight vector, the o�springsare de�ned asx0 =< x01; x02; : : : ; x0n > and y0 =< y01; y02; : : : ; y0n >, wherex0i = s� xi + (1� s)� yi (6.1)y0i = s� yi + (1� s)� xi (6.2)Here s, called stride, is constant through a single crossover operation.Given that Pni=1 xi = 1 and Pni=1 yi = 1,
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crossover (Population): /* 1-point crossover */beginfor each chromosome pair c and c+ 1 in Populationif crossover is possible /* with crossover probability, pc */cross point = a random number in [2 :: NoGenes)switch alleles up to cross point of c and c + 1end.crossover (Population): /* 2-point crossover */beginfor each chromosome pair c and c+ 1 in Populationif crossover is possible /* crossover probability, pc */cross point1 = a random number in [2 :: NoGenes)cross point2 = a random number in (cross point1 :: NoGenes]switch alleles of c and c+ 1 between cross point1 and cross point2end.crossover (Population): /* uniform crossover */beginfor each chromosome pair c and c+ 1 in Populationif crossover is possible /* with crossover probability, pc */for each allele pair c[i] and c+ 1[i]if switch is possible /* switch probability, pu */switch c[i] and c+ 1[i]end.Figure 6.2. Algorithms for One-Point Crossover, Two-Point Crossover, andUniform Crossover.



CHAPTER 6. LEARNING FEATURE WEIGHTS 114Pni=1 x0i = s �Pni=1 xi + (1� s)�Pni=1 yi = s+ (1 � s) = 1and the same equality holds for Pni=1 y0i. So it is guaranteed that the sumof the alleles of an o�spring is still 1 given that the sum of the parents'alleles is 1.Since x01 and y01 represent the weight of individual features, 0 � x01 � 1and 0 � y01 � 1 must hold. Therefore, the choice of the stride s shouldbe restricted. Since, for any value of s, the sum of the alleles is 1, it willbe guaranteed that each allele would be less than 1 as long as each alleleis ensured to be greater than 0. In order to have x0i � 0 and y0i � 0 forall i (1 � i � n), �xiyi�xi � s � yiyi�xiwhere yi � xi. Each allele pair (xi, yi) brings an upper bound, call itupperi and a lower bound, call it loweri, on s whereupperi = yiyi�xi � 1 and loweri = �xiyi�xi � 0The stride s should be in the range [lower :: upper] to preserve the legalityof the o�springs where lower and upper are chosen from n upperi andloweri bounds such thatupper = mini( yiyi�xi ) and lower = maxi( �xiyi�xi )Two strides, s1 and s2, are symmetric when s1+ s2 = 1. Here symmetrymeans that continuous uniform crossover on two given parents producessame pair of o�springs in both use s1 and s2. For example, the stridess1 = 0:5 and s2 = 0:5, s1 = �2 and s2 = 3 are symmetric. There isalways a symmetric stride value for each value of strides. Further, thesymmetric stride of a given stride greater (less) than 0:5 is less (greater)than 0:5. So we can discard the stride values less than 0:5 in the globalrange for s, since there is a stride in the range [0:5 :: upper] symmetricto the stride in the range [lower :: 0:5].If we think of some special values of s, we see that when s = 1 or s = 0,the o�springs are same as their parents. When s = 0:5, the alleles of



CHAPTER 6. LEARNING FEATURE WEIGHTS 115the o�springs are the average of the alleles of their parents. When s > 1or s < 0, the alleles of the o�springs are greater than the maximum ofthe corresponding allele pair of their parents and less than the minimumof the corresponding allele pair of their parents. Hence, the stride beinggreater than 1 or less than 0 enables the crossover operation to try theouter values of the alleles of the parents. Because of the symmetry wehave discarded the strides less than 0:5, having a range [0:5 :: upper] fors. When upper value is greater than 1, we restrict s to be in the range[1 :: upper] in order to try the outer values of the parent alleles. But whenupper bound is equal to 1, s is restricted to be in the range [0:5 :: 1].Let us see an example CUCO operation. Let the parent chromosomesbe x =< 0:4; 0:6 >, and y =< 0:5; 0:5 >. The �rst allele pair (x1 = 0:4,y1 = 0:5) requires �4 � s � 5, and the second allele pair (y2 = 0:6,x2 = 0:5) requires �5 � s � 6. From the lower bounds we choose themaximum (i.e. �4) and from the upper bounds we choose the minimum(i.e. 5). We get the requirement for s to be in the range [�4 :: 5]. Byusing the symmetry property, s is restricted to be in the range [0:5 :: 5].Since upper > 1, s is randomly selected from the range [1 :: 5].Let the randomly chosen value of s be 3:x01 = 3 � x1 + (1� 3) � y1 = 1:2� 1:0 = 0:2 (6.3)x02 = 3 � x2 + (1� 3) � y2 = 1:8� 1:0 = 0:8 (6.4)Hence, one of the o�springs is x0 =< 0:2; 0:8 > where P2i=1 x0i = 1. Theother o�spring alleles are as follows:y01 = 3 � y1 + (1 � 3) � x1 = 1:5� 0:8 = 0:7 (6.5)y02 = 3 � y2 + (1 � 3) � x2 = 1:5� 1:2 = 0:3 (6.6)Hence, the other o�spring is y0 =< 0:7; 0:3 > where P2i=1 y0i = 1. Notethat the symmetric stride s = �2 would give the o�springsx0 =< 0:7; 0:3 > and y0 =< 0:2; 0:8 > which are the same as the o�springsproduced by using s = 3.The di�erence of CUCO from other crossover operators is its ability topreserve the legality of the chromosomes after the crossover operation.



CHAPTER 6. LEARNING FEATURE WEIGHTS 116The \legality" here means that the sum of the alleles of each chromosomeis 1. Hence, given two parent chromosomes which have the sum of theiralleles 1, the sum of the alleles of each o�springs is also 1 without anyother operation. On the other hand, all other crossover operators de�nedabove require a normalization to make the sum of the alleles of eacho�spring 1.Reproduction according to �tness combined with crossover is enough forthe process of a genetic algorithm. Mutation plays a secondary role in theoperation of genetic algorithms, but mutation operator protects against theloss of important genetic material. It is usually in the form of a small change inthe alleles of an o�spring. In our genetic algorithms, the mutation is performedby switching two randomly selected neighboring alleles, which does not cause achange in the sum of the alleles of a chromosome. The probability of mutation(pm) of an o�spring is very low in general.Other than the three main operations of a genetic algorithm, there is an-other operator in Figure 6.1 called the elitism operation, which always copiesthe �ttest chromosome in the current population to the next population. Thisprovides the best chromosome not to be lost once it is found.Genetic algorithms start with a randomly generated population of chromo-somes representing the parameter set. They generate a new population fromthe current one by using the genetic operators such as reproduction, crossover,mutation, and elitism. They either stop when the �tness of a chromosome inthe current population reached the best possible �tness or when the maximumnumber of generations set by the user is reached. The aim of this search is to�nd the best parameter set optimizing a given system.In the next section, the use of genetic algorithms in learning feature weightsfor any given classi�er is brie
y explained. Then, the experimental results aregiven for the weighted nearest neighbor and the VFI1 classi�ers.
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classification accuracyFigure 6.3. The GA-Classi�er Feature Weighting Algorithm.6.2 Weight Learning Genetic AlgorithmsGenetic algorithms can be used to maximize the classi�cation accuracy of agiven classi�er, which can improve its performance when feature weights areused to assign di�erent degrees of relevance to the features. The implemen-tation of GA-Classi�er is generic and can be used for any classi�er that canmake use of feature weights.Figure 6.3 shows how our weight learning genetic algorithm (GA-Classi�er)works to maximize the performance of the Classi�er. The genetic algorithmstarts with an initial population of chromosomes each representing a featureweights setting. Feature weights are represented by real numbers between 0and 1 inclusive such that the sum of all feature weights is 1. Since we aresearching for the optimum set of weights, a chromosome is the coding of thesefeature weights, i.e. each gene corresponds to a feature weight. Hence, thelength of a chromosome is equal to the number of features of a given domain.In order to continue, GA requires to know how �t each chromosome is. TheClassi�er takes the dataset and the feature weights encoded in the chromosomeas input, and its classi�cation accuracy using these weights is used as the eval-uation of that chromosome. The classi�cation accuracy is measured by 5-foldcross-validation (see Figure 5.1) and the �tness of that weight vector is the



CHAPTER 6. LEARNING FEATURE WEIGHTS 118cube of this classi�cation accuracy. Taking the cube of the performance mea-sure aims to enlarge the di�erence of chromosomes having very close evaluationfunction values. Each chromosome in the current population is evaluated bythe Classi�er and the genetic algorithm produces a new population by usingthese �tness values for the roulette wheel reproduction operation. Other ge-netic operators used are crossover, mutation, and elitism. When a chromosomeis selected for mutation, two randomly chosen genes of that chromosome areswapped. This kind of mutation preserves the legality of the chromosomes.The GA stops either when the classi�cation accuracy of %100 is reached orafter a predetermined number of generations are generated. At the end, thefeature weight vector maximizing the classi�cation accuracy of the Classi�er islearned.6.3 ExperimentsThe GA-Classi�er can be used to learn feature weights for any classi�er thatcan embed feature weights in its learning process. We did experiments forthe Weighted Nearest Neighbor (WNN) classi�er and Weighted VFI (WVFI)classi�ers. In each run of the genetic algorithms a population of size 100 wasused. The chromosomes are feature weight vectors such that the sum of theweights is 1. The genetic algorithms terminated after 200 generations. Theprobability of crossover (pc) was set as 0:8.6.3.1 Weighted Nearest Neighbor Classi�erWhen we put the WNN classi�er in the place of Classi�er in Figure 6.3, weget a GA-WNN classi�er which learns its weights by a genetic algorithm. Thisgenetic algorithm aims to learn the optimum weights that would maximizethe classi�cation accuracy of the WNN classi�er. Besides learning weights,we wanted to compare each of the four crossover operators by comparing theperformance of the following WNN classi�ers:



CHAPTER 6. LEARNING FEATURE WEIGHTS 119Table 6.1. Classi�cation accuracy(%) of NN, 1PCO-WNN, 2PCO-WNN,UCO-WNN, and CUCO-WNN obtained by 5 way cross-validation on fourreal-world datasets.Data Set: Iris Glass Wine LiverNN 93.98 68.66 94.40 63.481PCO-WNN 95.34 85.96 99.44 71.902PCO-WNN 96.00 84.10 99.44 69.30UCO-WNN 95.34 85.50 100.00 68.42CUCO-WNN 97.34 86.86 98.86 72.201. WNN learning feature weights using a genetic algorithm which uses one-point crossover (1PCO-WNN)2. WNN learning feature weights using a genetic algorithm which uses two-point crossover (2PCO-WNN)3. WNN learning feature weights using a genetic algorithm which uses uni-form crossover (UCO-WNN)4. WNN learning feature weights using a genetic algorithm which uses con-tinuous uniform crossover (CUCO-WNN)When this work [21] has done, the probability of mutation was set as 0 inorder to observe the capabilities of crossovers without mutation. The �tness ofa chromosome is determined by 5-fold cross-validation. The experiments havebeen done on four real-world datasets (see Appendix for more informationabout the datasets). The classi�cation accuracies of NN and the four weightedversions are shown in Table 6.1.The accuracies in Table 6.1 show that in all of the four datasets used,weighted versions of the nearest neighbor algorithm outperforms unweightedversion of the nearest neighbor algorithm. These results indicate that assign-ing di�erent weights to features in all these domains improves the classi�cationaccuracy of the NN classi�er. Another important observation from the exper-iments is that CUCO-WNN generally has higher accuracies than other threeweighted nearest neighbor algorithms.



CHAPTER 6. LEARNING FEATURE WEIGHTS 120In the Iris domain CUCO-WNN has the highest classi�cation accuracy, andUCO-WNN and 1PCO-WNN have the worst accuracy. In the Glass domainCUCO-WNN again has the highest classi�cation accuracy, and 2PCO-WNNhas the worst accuracy. The accuracy improvement gained by assigning weightsto features is very signi�cant in the Glass domain where the smallest improve-ment is 15:44% with the learned weights h0:375; 0:083; 0:12; 0:007; 0:018; 0:207;0:186; 0; 0:004i respectively. In the Liver domain, CUCO-WNN again has thehighest classi�cation accuracy, and UCO-WNN has the lowest classi�cationaccuracy. Only in the Wine domain we observed that UCO-WNN has thehighest classi�cation accuracy, 1PCO-WNN and 2PCO-WNN follow it, andCUCO-WNN has the lowest classi�cation accuracy; however the di�erencesin the accuracies are insigni�cant. In Figure 6.4 the comparison of the fouralgorithms on four real-world datasets for increasing number of generations isshown.Experiments have shown that CUCO-WNN generally outperforms otherthree weighted nearest neighbor algorithms because CUCO-WNN learns thebest feature weights by which the highest classi�cation accuracy is obtained.However, what we also have observed is that the classi�cation accuracies ofthese four weighted nearest neighbor algorithms are close to each other.6.3.2 Weighted Voting Feature Intervals Classi�ersWhen we put one of the VFI classi�ers in the place of Classi�er in Figure 6.3,we get a GA-VFI classi�er which learns feature weights by a genetic algorithm.This genetic algorithm aims to learn the optimumweights that would maximizethe classi�cation accuracy of the VFI classi�er.In this section, the comparisons of the unweighted VFI1 classi�er, whereall the features have equal voting power with a weighted GA-VFI1 classi�erwhere each feature might have a di�erent voting power are given. The aim ofthe experiments were to show how weights can improve the performance of theVFI classi�ers and not to compare the crossover operators at the same time asdone in the previous section. Therefore, we use only the continuous crossoveroperator in our genetic algorithm that is used to learn the optimum weights
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CUCO-WNNFigure 6.4. Comparison of 1PCO-WNN, 2PCO-WNN, UCO-WNN, andCUCO-WNN on real-world datasets for increasing number of generations. Theaccuracy results are obtained by 5-fold cross-validation.



CHAPTER 6. LEARNING FEATURE WEIGHTS 122Table 6.2. Classi�cation accuracy(%) of VFI1, CUCO-WVFI1 obtained by5-fold cross-validation on six real-world datasets.Data Set: Diabetes Glass Iris Liver Sonar WineVFI1 56.51 57.48 95.33 55.65 52.86 95.52CUCO-WVFI1 66.93 63.56 96.00 63.19 71.23 98.89Improvement: 10.42 6.08 0.67 7.54 18.37 3.37for VFI1. Unlike CUCO-WNN, the probability of mutation was set to 0:001 inthese experiments. The resulting weighted classi�er is called CUCO-WVFI1and the 5-fold cross-validation results of both VFI1 and CUCO-VFI1 on sixdatasets is shown in Table 6.2.The classi�cation accuracies in Table 6.2 show that in all of the six datasetsused, weighted version of the VFI1 algorithm outperforms unweighted versionof the VFI1 algorithm. These results indicate that assigning di�erent weights,that is di�erent voting powers to features in all these domains improves the clas-si�cation accuracy of the VFI1 classi�er. For example, the Diabetes and Sonardatasets were the datasets on which VFI classi�ers achieve lower accuraciesthan other well-known classi�ers as reported in Chapter 5 and CUCO-WVFI1(weighted version of VFI1) performs signi�cantly better than VFI1. The im-provement in accuracy means that all the features are not equally relevant inthese domains. For example, the weights learned for the Diabetes dataset areh0:008; 0:375; 0:198; 0; 0:0330:340; 0:032; 0:014i where fourth feature has foundtotally irrelevant, �rst and last features are nearly irrelevant, and second andthird features have found to be the most relevant features by the weight learn-ing genetic algorithm.6.4 Summary and DiscussionWe have presented a feature weight learning method using genetic algorithms,which learns the optimum feature weights for any classi�er that can get weightsoutside in order to maximize the classi�cation accuracy of that classi�er. Theexperiments have shown that learning feature weights for both the Nearest



CHAPTER 6. LEARNING FEATURE WEIGHTS 123Neighbor and the VFI algorithms have improved their classi�cation accuracieson some real-world datasets.We have also developed a new crossover operator (CUCO) to be used inthese weight learning genetic algorithms and compared it with three other com-mon crossover operators by using them in GA-WNN. Experiments have shownthat CUCO is generally better than the other crossover operators. However,the classi�cation accuracies of GA-WNN's using di�erent crossover operatorsare close to each other.Genetic algorithms are appropriate for feature wieght learning tasks, butthey are slow. They get slower on datasets with large number of instancesand features. For example, the time for GA-WVFI1 to proceed one step isapproximately 4 minutes on the Iris dataset, whereas this time increases to 40minutes on the Arrhythmia dataset with 279 features.



Chapter 7Visualization of the LearnedConceptsThe explanation ability of a classi�cation process is as much important as itsaccuracy. We have shown the empirical evaluation of VFI classi�ers in Chap-ter 5 on several real-world datasets including the newly constructed Dermatol-ogy and Arrhythmia datasets. But the high classi�cation performance is notenough for a classi�cation system, it should also convey some comprehensibleinformation to humans. For this purpose, we tried to visualize the conceptdescription learned by VFI classi�ers. Since each feature votes for each classduring classi�cation, these votes make up the concept description and givesinformation about the relation between the values of each feature and the classlabel observed at that value.The concept description learned by VFI1, VFI2, VFI3, VFI4, and VFI5for the Dermatology dataset is shown in Figures 7.1, 7.2, 7.3, 7.4, and 7.5,respectively. For space e�ciency, only a few interesting features are shown inall �gures. At the top of Figure 7.1, a general information about the dataset isgiven. Then the intervals with their votes for each class are displayed, whereclass numbers in rectangular brackets are used for the class names of the domain(see Appendix A). To the right of some of the votes a (+) or ({) or nothing124



CHAPTER 7. VISUALIZATION OF THE LEARNED CONCEPTS 125meaning (o) is given, which results from the following mapping of the real-valued votes to discrete evaluations:s(vote) = 8>>><>>>: if vote = highest and vote� next > d; then (+)else if vote < d2 ; then (�)else (o) (7.1)where next is the next highest vote after vote in that interval and d = 1No Classes .The aim of this mapping was to see the ability of the features in distinguishingbetween classes. When a feature value makes a class (+), it means that theinstance is certainly of this class. Note that, at most one class can get a (+)evaluation. A ({) class means that the instance is certainly not of this classaccording to feature 1 (erythema) and a (o) means that this feature can notsay anything about the class. Unlike (+) category, more than one class can get({) and (o).In Figure 7.1, for the �rst feature, four intervals and the boundary pointsof these intervals are shown with their votes. Since we know that features ofthe Dermatology dataset take values 0, 1, 2, or 3, there will be no instancewith value less than 0 for the �rst feature. But since we wanted our visual-ization to be general, those intervals are also shown to the user. When welook at the upper end point of the �rst interval, which is 0, we see the votes< 0:11; 0:04; 0:15; 0:10; 0:55; 0:05 > for each corresponding class. This showsthat feature 1 (erythema) votes nearly half for class 5 (cronic dermatitis), one-tenth for class 1 (psoriasis) and 4 (pityriasis rosea), and votes few for otherclasses. If there were a threshold of 0:15 for votes, similar to the case of Turk-ish Parliament Elections Voting Scheme, only class 3 and 5 would be over thisthreshold. But in the voting scheme of VFI classi�ers, there are no thresholdsand every single vote participates in the overall voting process.Being the designers of these classi�ers, these real-valued votes were un-derstandable for us. But thinking of the human experts (the doctors) whocollected these data for us, we thought we should transform this representationinto a discrete language consisting of (+): positive, (o): neutral, ({): negative.When the value of feature 1 is equal to 0, class 5 gets a (+) in the new repre-sentation, class 2 and 6 ({), and other classes (o). Note that the distinguishinglabels (+) and ({) are shown whereas the (o) labels are omitted in Figure 7.1.



CHAPTER 7. VISUALIZATION OF THE LEARNED CONCEPTS 126Domain: Dermatology,No_Features: 34 No_Classes: 6 No_Trainers: 366Weights: 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1classCount[1]=112 classCount[2]=61 classCount[3]=72classCount[4]=49 classCount[5]=52 classCount[6]=20Intervals of Dermatology domain:Feature 1VOTES FOR CLASSES: [1] [2] [3] [4] [5] [6]If value < 0 then: 0.15 (-) 0.23 (-) 0.63(+) (-)If value = 0 then: 0.11 0.04(-) 0.15 0.10 0.55(+) 0.05(-)If 0 < value < 1 then: 0.06(-) 0.07(-) 0.10 0.20 0.47(+) 0.09If value = 1 then: 0.11 0.12 0.14 0.19 0.31 0.14If 1 < value < 3 then: 0.16 0.16 0.17 0.17 0.14 0.18If value = 3 then: 0.23 0.22 0.17 0.13 0.10 0.15If 3 < value then: 0.29 0.29 0.16 0.10 0.05(-) 0.12Feature 6VOTES FOR CLASSES: [1] [2] [3] [4] [5] [6]If value < 0 then: 0.20 0.20 0.01(-) 0.20 0.20 0.20If value = 0 then: 0.18 0.18 0.12 0.18 0.18 0.18If 0 < value < 3 then: 0.15 0.15 0.24 0.15 0.15 0.15If value = 3 then: 0.08(-) 0.08(-) 0.62(+) 0.08(-) 0.08(-) 0.08(-)If 3 < value then: (-) (-) 1.00(+) (-) (-) (-)Feature 7VOTES FOR CLASSES: [1] [2] [3] [4] [5] [6]If value < 0 then: 0.20 0.21 0.21 0.21 0.17 (-)If value = 0 then: 0.20 0.20 0.20 0.20 0.18 0.01(-)If 0 < value < 1 then: 0.20 0.20 0.20 0.20 0.19 0.02(-)If value = 1 then: 0.11 0.11 0.10 0.10 0.19 0.39(+)If 1 < value < 2 then: 0.03(-) 0.02(-) (-) (-) 0.19 0.76(+)If value = 2 then: 0.02(-) 0.01(-) (-) (-) 0.12 0.85(+)If 2 < value < 3 then: 0.01(-) (-) (-) (-) 0.06(-) 0.93(+)If value = 3 then: (-) (-) (-) (-) 0.03(-) 0.97(+)If 3 < value then: (-) (-) (-) (-) (-) 1.00(+)Figure 7.1. Concept Description Learned by VFI1 including only a few features.This means that the value of 0 for feature 1 positively distinguishes class 5 fromother classes (i.e. according to feature 1 with value zero, this patient has diag-nosis 5), negatively distinguishes class 1 and 2 (i.e. this patient can not havediagnosis 1 or 2), and says neither \yes" nor \no" for the other classes. Not allthe intervals distinguish much between classes: for example when the feature1 has a value between 1 and 3 (1 < value < 3), all the classes are neutral (o);that is, this range of values for feature 1 does not distinguish any class fromthe others. In Figure 7.1, the value = 0 of feature 6 does not distinguish anyclass, similarly the next interval 0 < value < 3 does. This range of values cor-respond to the values 0, 1, and 2 for feature 6 and what VFI1 learns from the



CHAPTER 7. VISUALIZATION OF THE LEARNED CONCEPTS 127Domain: Dermatology,No_Features: 34 No_Classes: 6 No_Trainers: 366Weights: 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1classCount[1]=112 classCount[2]=61 classCount[3]=72classCount[4]=49 classCount[5]=52 classCount[6]=20Intervals of Dermatology domain:Feature 6VOTES FOR CLASSES: [1] [2] [3] [4] [5] [6]If value < 1.5 then: 0.20 0.20 0.01(-) 0.20 0.20 0.20If value = 1.5 then: 0.10 0.10 0.51(+) 0.10 0.10 0.10If 1.5 < value then: (-) (-) 1.00(+) (-) (-) (-)Feature 11VOTES FOR CLASSES: [1] [2] [3] [4] [5] [6]If value = 0 then: 0.14 0.18 0.19 0.19 0.19 0.10If value = 1 then: 0.34 0.06(-) 0.02(-) (-) (-) 0.59(+)Feature 15VOTES FOR CLASSES: [1] [2] [3] [4] [5] [6]If value < 0.5 then: 0.20 0.20 0.20 0.20 (-) 0.20If value = 0.5 then: 0.10 0.10 0.10 0.10 0.50(+) 0.10If 0.5 < value < 1.5 then: (-) (-) (-) (-) 1.00(+) (-)If value = 1.5 then: (-) (-) 0.03(-) (-) 0.97(+) (-)If 1.5 < value < 2.5 then: (-) (-) 0.06(-) (-) 0.94(+) (-)If value = 2.5 then: (-) (-) 0.03(-) (-) 0.97(+) (-)If 2.5 < value then: (-) (-) (-) (-) 1.00(+) (-)Figure 7.2. Concept Description Learned by VFI2 including only a few features.training instances is that all the classes are possible with these values. VFI1has learned that when feature 6 has value = 3, class 3 can be distinguishedpositively from the other classes. In Figure 7.1, the concept learned on feature7 is also shown. Feature 7 signi�cantly distinguishes class 6 at nonzero values.In Figure 7.2, I have included features 6, 11, and 15 in the concept descrip-tion learned by VFI2 for the Dermatology dataset. Since the possible valuesof all the features in the Dermatology dataset can take are 0, 1, 2, 3 and VFI2constructs intervals with boundaries 0.5, 1.5, 2.5, the visualization of VFI2is more meaningful for the Dermatology dataset. For example, the interval0:5 < value < 1:5 constructed on feature 15 represents the value 2 in theDermatology dataset because this dataset is compiled such that there are noother values in this range. Feature 11 (family history) is a nominal feature andall the intervals constructed are point intervals on this feature. For example,when feature 11 is equal to 1 meaning that some kind of Dermatology disease



CHAPTER 7. VISUALIZATION OF THE LEARNED CONCEPTS 128has been observed in the patient's family, class 6 is highly con�rmed by thisfeature.In order to compare the descriptions produced by VFI2 and VFI1, feature6 is also included in Figure 7.2. Feature 6 con�rms class 3 and totally rejectsall the other classes when value > 1:5; that is, when the value of feature 6 is2 or 3. When the values are 0 or 1 (value < 1:5), feature 6 rejects class 3 andvotes equally for the rest of the classes. However, with the concept learned byVFI1 on feature 6 it can only distinguish class 3 positively when the value is 3,for the other values such as 0, 1, and 2 none of the classes are distinguishable.This is because VFI1 loses some information by overgeneralizing the values intoa range 0 < value < 3, which also occurs in VFI3 and later solved by VFI4(see Section 4.2.4). This will be explained in more detail soon by comparingthe concept descriptions of VFI3 and VFI4.Figure 7.3 shows the concept description learned by VFI3 only on features6, 10, and 34. Let us look at feature 34, which is the age of the patients. whenthe age of the patient is between 7 and 16, class 6 (pityriasis rubra pilaris) ishighly con�rmed and when the age is larger than 22 class 6 is rejected. Thisagrees with what the doctor says about the age feature of a patient. Feature 10is distinguishing for class 1 whereas feature 6 is totally unuseful to distinguishbetween classes because every class has equal votes for every range of values.The distribution of the classes on feature 6 in the Dermatology dataset is asfollows: the instances of every class other than 3 always have value equal to0 for feature 6 and almost all of the instances of class 3 have a nonzero valuefor feature 6 except one or two instances with value 0. Thus, the lowest andhighest points on feature 6 of class 3 are 0 and 3 respectively, and both thelowest and highest points of every other class are 0. Thus, the boundaries ofthe intervals constructed by VFI3 are 0 and 3, since they are the only distinctend points on feature 6. This causes an overgeneralization of values on feature6 and the information that the instances of every class other than class 3 havevalue equal to 0 for feature 6 is lost in VFI3. These kind of situations werewhat motivated us to develop VFI4, which realizes such end points that areboth lowest and highest points and constructs point intervals from these points.The concept descriptions learned by VFI4 on features 6, 10, 13, and 25 is



CHAPTER 7. VISUALIZATION OF THE LEARNED CONCEPTS 129Domain: Dermatology,No_Features: 34 No_Classes: 6 No_Trainers: 366Weights: 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1classCount[1]=112 classCount[2]=61 classCount[3]=72classCount[4]=49 classCount[5]=52 classCount[6]=20Intervals of Dermatology domain:Feature 6VOTES FOR CLASSES: [1] [2] [3] [4] [5] [6]If value < 0 then: (-) (-) (-) (-) (-) (-)If value = 0 then: 0.17 0.17 0.17 0.17 0.17 0.17If 0 < value < 3 then: 0.17 0.17 0.17 0.17 0.17 0.17If value = 3 then: 0.17 0.17 0.17 0.17 0.17 0.17If 3 < value then: (-) (-) (-) (-) (-) (-)Feature 10VOTES FOR CLASSES: [1] [2] [3] [4] [5] [6]If value < 0 then: (-) (-) (-) (-) (-) (-)If value = 0 then: 0.06(-) 0.19 0.20 0.20 0.20 0.15If 0 < value < 1 then: 0.06(-) 0.19 0.20 0.20 0.20 0.15If value = 1 then: 0.29 0.14 0.10 0.10 0.10 0.27If 1 < value < 2 then: 0.51 0.09 (-) (-) (-) 0.39If value = 2 then: 0.76(+) 0.05(-) (-) (-) (-) 0.20If 2 < value < 3 then: 1.00(+) (-) (-) (-) (-) (-)If value = 3 then: 1.00(+) (-) (-) (-) (-) (-)If 3 < value then: (-) (-) (-) (-) (-) (-)Feature 34 (age)VOTES FOR CLASSES: [1] [2] [3] [4] [5] [6]If value < 0 then: (-) (-) (-) (-) (-) (-)If value = 0 then: 1.00(+) (-) (-) (-) (-) (-)If 0 < value < 7 then: 1.00(+) (-) (-) (-) (-) (-)If value = 7 then: 0.51 (-) (-) (-) (-) 0.49If 7 < value < 8 then: 0.01(-) (-) (-) (-) (-) 0.99(+)If value = 8 then: 0.04(-) (-) (-) (-) 0.03(-) 0.93(+)If 8 < value < 10 then: 0.06(-) (-) (-) (-) 0.06(-) 0.88(+)If value = 10 then: 0.04(-) 0.09 (-) (-) 0.03(-) 0.84(+)If 10 < value < 12 then: 0.02(-) 0.18 (-) (-) (-) 0.80(+)If value = 12 then: 0.03(-) 0.14 (-) 0.06(-) 0.02(-) 0.75(+)If 12 < value < 16 then: 0.04(-) 0.10 (-) 0.12 0.04(-) 0.70(+)If value = 16 then: 0.09 0.15 0.03(-) 0.17 0.14 0.41(+)If 16 < value < 22 then: 0.15 0.20 0.07(-) 0.22 0.25 0.11If value = 22 then: 0.18 0.20 0.15 0.21 0.21 0.05(-)If 22 < value < 65 then: 0.20 0.19 0.24 0.20 0.17 (-)If value = 65 then: 0.20 0.18 0.12 0.21 0.29 (-)If 65 < value < 70 then: 0.19 0.18 (-) 0.22 0.41(+) (-)If value = 70 then: 0.60(+) 0.09 (-) 0.11 0.21 (-)If 70 < value < 75 then: 1.00(+) (-) (-) (-) (-) (-)If value = 75 then: 1.00(+) (-) (-) (-) (-) (-)If 75 < value then: (-) (-) (-) (-) (-) (-)Figure 7.3. Concept Description Learned by VFI3 including only a few features.



CHAPTER 7. VISUALIZATION OF THE LEARNED CONCEPTS 130Domain: Dermatology,No_Features: 34 No_Classes: 6 No_Trainers: 366Weights: 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1classCount[1]=112 classCount[2]=61 classCount[3]=72classCount[4]=49 classCount[5]=52 classCount[6]=20Intervals of Dermatology domain:Feature 6VOTES FOR CLASSES: [1] [2] [3] [4] [5] [6]If value < 0 then: (-) (-) (-) (-) (-) (-)If (*) value = 0 then: 0.20 0.20 0.01(-) 0.20 0.20 0.20If 0 < value < 3 then: (-) (-) 1.00(+) (-) (-) (-)If value = 3 then: (-) (-) 1.00(+) (-) (-) (-)If 3 < value then: (-) (-) (-) (-) (-) (-)Feature 10VOTES FOR CLASSES: [1] [2] [3] [4] [5] [6]If value < 0 then: (-) (-) (-) (-) (-) (-)If (*) value = 0 then: 0.04(-) 0.19 0.20 0.21 0.21 0.15If 0 < value < 1 then: 0.50(+) 0.12 0.14 (-) (-) 0.24If value = 1 then: 0.51(+) 0.11 0.07(-) (-) (-) 0.32If 1 < value < 2 then: 0.51 0.09 (-) (-) (-) 0.39If value = 2 then: 0.76(+) 0.05(-) (-) (-) (-) 0.20If 2 < value < 3 then: 1.00(+) (-) (-) (-) (-) (-)If value = 3 then: 1.00(+) (-) (-) (-) (-) (-)If 3 < value then: (-) (-) (-) (-) (-) (-)Feature 13VOTES FOR CLASSES: [1] [2] [3] [4] [5] [6]If value < 0 then: (-) (-) (-) (-) (-) (-)If (*) value = 0 then: 0.18 0.12 0.16 0.18 0.17 0.19If 0 < value < 1 then: 0.03(-) 0.39 0.17 0.18 0.23 (-)If value = 1 then: 0.04(-) 0.54(+) 0.21 0.09 0.12 (-)If 1 < value < 2 then: 0.05(-) 0.69(+) 0.25 (-) (-) (-)If value = 2 then: 0.05(-) 0.69(+) 0.25 (-) (-) (-)If 2 < value then: (-) (-) (-) (-) (-) (-)Feature 25VOTES FOR CLASSES: [1] [2] [3] [4] [5] [6]If value < 0 then: (-) (-) (-) (-) (-) (-)If (*) value = 0 then: 0.20 0.20 0.01(-) 0.20 0.20 0.19If 0 < value < 1 then: (-) (-) 0.62(+) (-) (-) 0.38If value = 1 then: (-) (-) 0.81(+) (-) (-) 0.19If 1 < value < 3 then: (-) (-) 1.00(+) (-) (-) (-)If value = 3 then: (-) (-) 1.00(+) (-) (-) (-)If 3 < value then: (-) (-) (-) (-) (-) (-)Figure 7.4. Concept Description Learned by VFI4 including only a few features.



CHAPTER 7. VISUALIZATION OF THE LEARNED CONCEPTS 131shown in Figure 7.4. The point intervals constructed on linear features aremarked by a (*) like value = 0 point interval on feature 6. On this pointinterval, class 3 is rejected and all other classes are equally voted by feature 6.On all nonzero values of feature 6, class 3 is con�rmed and all other classes arerejected by feature 6. This concept is the correct inductive result drawn fromthe training instances on feature 6, since training instances of classes other than3 always have value equal to 0 for feature 6 and almost all of the instancesof class 3 have nonzero value for feature 6. This situation might frequentlyhappen in a dataset with continuous features getting values from a small set ofvalues such as the Dermatology dataset. VFI4 constructs point intervals alsofor zero values of feature 10, 13, and 25 as shown in Figure 7.4. Feature 10is a distinguishing feature for class 1 whereas feature 25 distinguishes class 3among other classes.Lastly, Figure 7.5 shows the concept description learned by VFI5 on fea-tures 1, 6, 15, and 20. Since boundaries of each interval are point intervals inVFI5, the point intervals between each range interval are shown. For example,every possible value is a point interval on feature 20, so there is no possiblevalue that an instance can take for feature 20 in the range intervals. Therefore,it is more meaningful to visualize the concept description learned for Derma-tology dataset by VFI5 than that of the other versions. Looking at these pointintervals, we say that nonzero values con�rm class 1 and reject all the othersand zero value reject class 3 and is indi�erent for all other classes. The situa-tion that was lost in VFI1 and VFI3 on feature 6 is also now observable withthe point intervals on values 0 and 3. The nonzero values of feature 15 con�rmclass 5 and rejects all other classes, whereas zero value of feature 15 rejectsclass 5.The concept descriptions are learned by classi�ers in order to be used inclassi�cation of a new instance. The performance of a classi�er is measured bythe ratio of the number of correctly classi�ed test instances over total numberof test instances. What is as much important as the classi�cation accuracy isthe explanation ability of the classi�cation process. Does the classi�er worklike a black box or can it explain why and how it came up with the resultingclassi�cation? VFI classi�ers can explain why and how the new instance is



CHAPTER 7. VISUALIZATION OF THE LEARNED CONCEPTS 132Domain: Dermatology,No_Features: 34 No_Classes: 6 No_Trainers: 366Weights: 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1classCount[1]=112 classCount[2]=61 classCount[3]=72classCount[4]=49 classCount[5]=52 classCount[6]=20Intervals of Dermatology domain:Feature 1VOTES FOR CLASSES: [1] [2] [3] [4] [5] [6]If value < 0 then: (-) (-) (-) (-) (-) (-)If (*) value = 0 then: 0.15 (-) 0.23 (-) 0.63(+) (-)If 0 < value < 1 then: (-) (-) (-) (-) (-) (-)If (*) value = 1 then: 0.06(-) 0.08(-) 0.09 0.21 0.46(+) 0.10If 1 < value < 3 then: 0.16 0.15 0.19 0.18 0.12 0.21If (*) value = 3 then: 0.29 0.29 0.16 0.10 0.05(-) 0.12If 3 < value < 0 then: (-) (-) (-) (-) (-) (-)Feature 6VOTES FOR CLASSES: [1] [2] [3] [4] [5] [6]If value < 0 then: (-) (-) (-) (-) (-) (-)If (*) value = 0 then: 0.20 0.20 0.01(-) 0.20 0.20 0.20If 0 < value < 3 then: (-) (-) 1.00(+) (-) (-) (-)If (*) value = 3 then: (-) (-) 1.00(+) (-) (-) (-)If 3 < value < 0 then: (-) (-) (-) (-) (-) (-)Feature 15VOTES FOR CLASSES: [1] [2] [3] [4] [5] [6]If value < 0 then: (-) (-) (-) (-) (-) (-)If (*) value = 0 then: 0.20 0.20 0.20 0.20 (-) 0.20If 0 < value < 1 then: (-) (-) (-) (-) (-) (-)If (*) value = 1 then: (-) (-) (-) (-) 1.00(+) (-)If 1 < value < 2 then: (-) (-) (-) (-) (-) (-)If (*) value = 2 then: (-) (-) 0.06(-) (-) 0.94(+) (-)If 2 < value < 3 then: (-) (-) (-) (-) (-) (-)If (*) value = 3 then: (-) (-) (-) (-) 1.00(+) (-)If 3 < value < 0 then: (-) (-) (-) (-) (-) (-)Feature 20VOTES FOR CLASSES: [1] [2] [3] [4] [5] [6]If value < 0 then: (-) (-) (-) (-) (-) (-)If (*) value = 0 then: 0.01(-) 0.21 0.21 0.21 0.19 0.18If 0 < value < 1 then: (-) (-) (-) (-) (-) (-)If (*) value = 1 then: 0.49 (-) (-) (-) 0.14 0.37If 1 < value < 2 then: (-) (-) (-) (-) (-) (-)If (*) value = 2 then: 0.97(+) (-) (-) (-) 0.03(-) (-)If 2 < value < 3 then: (-) (-) (-) (-) (-) (-)If (*) value = 3 then: 1.00(+) (-) (-) (-) (-) (-)If 3 < value < 0 then: (-) (-) (-) (-) (-) (-)Figure 7.5. Concept Description Learned by VFI5 including only a few features.



CHAPTER 7. VISUALIZATION OF THE LEARNED CONCEPTS 133classi�ed as the predicted class in terms of the individual votes of each featuregiven for that class. Looking at these individual votes of each feature, withwhat level of con�dence that feature con�rms (high votes) or rejects (low votes)the �nal prediction is obvious.An example classi�cation of a new instance (patient) drawn from the Der-matology domain is given in Figure 7.6. When these comparisons were donewe have used 250 training instances to learn the concept descriptions. In Fig-ure 7.6, �rst the feature values of the instance (properties of the patient suchas the age of this patient is 34) and then the individual votes of each featuredistributed among classes is shown. These votes are then summed up to getthe total vote vector, from which the class with the highest vote is predictedas the class of the new instance. The VFI1 classi�er predicts class 1 for thisinstance, which was the same as the human expert's diagnosis. This is a verycon�dent prediction for VFI1, because the next highest vote is nearly the halfof the vote received by the predicted class. The individual votes for class 1 areeither (+) or neutral except feature 14, moreover the (+) votes almost alwaysappear for class 1 and there is only one (+) received by class 3 from one fea-ture. This table of votes shown in Figure 7.6 is a very good explanation forthe classi�cation performed in the sense that everything is open to the user.For example, feature 20 (clubbing of the rete ridges) gives a vote of 0:98 forclass 1 (note that votes are normalized such that the sum of votes for eachclass is 1.0), meaning that feature 20 says that this instance must be of class1 and re
ects its individual con�rmation in the total vote. At the same time,feature 20 rejects all other classes (all other classes are ({) ), meaning that thisinstance can not be of those classes other than class 1. Feature 34 (age) withvalue equal to 34 is negative for pityriasis rubra pilaris (class 6) and neutralfor all other classes. Looking only at this feature does not say anything aboutthe class of the instance, but still it does not reject the �rst class.The classi�cation of the VFI1 classi�er may not be that much con�dentfor all the time. Let us look at another example classi�cation in Figure 7.7.The feature values, the individual votes of features, and the total votes areshown in the �gure. The instance is predicted as class 2, which is the actualclass predicted by the human expert. But the next highest vote, received by



CHAPTER 7. VISUALIZATION OF THE LEARNED CONCEPTS 134Feature values of test instance 1:F[1]: 2 F[2]: 3 F[3]: 3 F[4]: 3 F[5]: 3 F[6]: 0 F[7]: 0 F[8]: 0F[9]: 3 F[10]:3 F[11]:0 F[12]:0 F[13]:0 F[14]:0 F[15]:0 F[16]:0F[17]:3 F[18]:2 F[19]:2 F[20]:3 F[21]:3 F[22]:3 F[23]:1 F[24]:3F[25]:0 F[26]:0 F[27]:0 F[28]:0 F[29]:0 F[30]:0 F[31]:0 F[32]:1F[33]:0 F[34]:34Classes: [1] [2] [3] [4] [5] [6]--------------------------------------------------------------------------Votes of Feature[1]: 0.16 0.16 0.17 0.18 0.15 0.18Votes of Feature[2]: 0.36 0.27 0.15 0.07(-) 0.05(-) 0.10Votes of Feature[3]: 0.34 0.05(-) 0.38 0.07(-) 0.10 0.05(-)Votes of Feature[4]: 0.13 0.21 0.35 0.03(-) 0.28 0.00(-)Votes of Feature[5]: 0.21 0.01(-) 0.52(+) 0.26 (-) (-)Votes of Feature[6]: 0.17 0.17 0.13 0.17 0.17 0.17Votes of Feature[7]: 0.20 0.21 0.21 0.21 0.17 0.01(-)Votes of Feature[8]: 0.17 0.17 0.13 0.17 0.17 0.17Votes of Feature[9]: 0.47 0.01(-) (-) (-) 0.01(-) 0.51Votes of Feature[10]: 0.87(+) 0.03(-) (-) (-) (-) 0.10Votes of Feature[11]: 0.15 0.19 0.20 0.20 0.20 0.07(-)Votes of Feature[12]: 0.17 0.17 0.13 0.17 0.17 0.17Votes of Feature[13]: 0.17 0.14 0.17 0.17 0.17 0.18Votes of Feature[14]: 0.07(-) 0.10 0.21 0.20 0.21 0.21Votes of Feature[15]: 0.20 0.20 0.19 0.20 0.01(-) 0.20Votes of Feature[16]: 0.47 0.04(-) 0.01(-) 0.01(-) 0.36 0.10Votes of Feature[17]: 0.20 0.16 0.25 0.06(-) 0.26 0.06(-)Votes of Feature[18]: 0.28 0.02(-) 0.06(-) 0.13 0.29 0.22Votes of Feature[19]: 0.24 0.14 0.17 0.10 0.13 0.22Votes of Feature[20]: 0.98(+) (-) (-) (-) 0.02(-) (-)Votes of Feature[21]: 0.62(+) 0.01(-) (-) (-) 0.37 0.00(-)Votes of Feature[22]: 0.63(+) 0.07(-) 0.07(-) 0.07(-) 0.07(-) 0.07(-)Votes of Feature[23]: 0.51(+) 0.12 0.09 0.09 0.10 0.09Votes of Feature[24]: 0.48(+) 0.08(-) 0.22 0.08(-) 0.08(-) 0.08(-)Votes of Feature[25]: 0.17 0.17 0.14 0.17 0.17 0.17Votes of Feature[26]: 0.10 0.19 0.17 0.15 0.19 0.19Votes of Feature[27]: 0.20 0.20 0.01(-) 0.20 0.20 0.20Votes of Feature[28]: 0.37 0.02(-) 0.14 0.01(-) 0.31 0.16Votes of Feature[29]: 0.18 0.18 0.12 0.18 0.18 0.18Votes of Feature[30]: 0.19 0.19 0.19 0.19 0.19 0.05(-)Votes of Feature[31]: 0.20 0.20 0.20 0.20 0.20 0.02(-)Votes of Feature[32]: 0.14 0.18 0.10 0.18 0.21 0.18Votes of Feature[33]: 0.20 0.20 0.00(-) 0.20 0.20 0.20Votes of Feature[34]: 0.20 0.21 0.22 0.19 0.17 (-)--------------------------------------------------------------------------Total Votes: 10.22 4.47 5.08 4.33 5.57 4.32Prediction: 1 actual class : 1Figure 7.6. A correct classi�cation of a given test instance (patient) drawnfrom the Dermatology domain by the VFI1 classi�er.



CHAPTER 7. VISUALIZATION OF THE LEARNED CONCEPTS 135Feature values of test instance 9:F[1]: 2 F[2]: 2 F[3]: 2 F[4]: 1 F[5]: 0 F[6]: 0 F[7]: 0 F[8]: 0F[9]: 0 F[10]:0 F[11]:0 F[12]:0 F[13]:0 F[14]:1 F[15]:0 F[16]:1F[17]:2 F[18]:0 F[19]:0 F[20]:0 F[21]:0 F[22]:0 F[23]:0 F[24]:0F[25]:0 F[26]:0 F[27]:0 F[28]:2 F[29]:0 F[30]:0 F[31]:0 F[32]:1F[33]:0 F[34]:34Classes: [1] [2] [3] [4] [5] [6]--------------------------------------------------------------------------Votes of Feature[1]: 0.16 0.16 0.17 0.18 0.15 0.18Votes of Feature[2]: 0.17 0.19 0.16 0.17 0.12 0.19Votes of Feature[3]: 0.23 0.13 0.22 0.17 0.12 0.14Votes of Feature[4]: 0.17 0.18 0.12 0.18 0.13 0.21Votes of Feature[5]: 0.16 0.19 0.12 0.13 0.20 0.20Votes of Feature[6]: 0.17 0.17 0.13 0.17 0.17 0.17Votes of Feature[7]: 0.19 0.19 0.19 0.19 0.18 0.06(-)Votes of Feature[8]: 0.17 0.17 0.13 0.17 0.17 0.17Votes of Feature[9]: 0.07(-) 0.22 0.23 0.23 0.22 0.04(-)Votes of Feature[10]: 0.06(-) 0.19 0.20 0.20 0.20 0.15Votes of Feature[11]: 0.14 0.19 0.20 0.20 0.20 0.07(-)Votes of Feature[12]: 0.17 0.17 0.13 0.17 0.17 0.17Votes of Feature[13]: 0.17 0.13 0.17 0.18 0.17 0.18Votes of Feature[14]: 0.32 0.28 0.10 0.11 0.10 0.10Votes of Feature[15]: 0.20 0.20 0.19 0.20 0.01(-) 0.20Votes of Feature[16]: 0.21 0.11 0.10 0.10 0.25 0.23Votes of Feature[17]: 0.17 0.17 0.17 0.16 0.16 0.17Votes of Feature[18]: 0.14 0.22 0.20 0.18 0.13 0.12Votes of Feature[19]: 0.04(-) 0.22 0.16 0.24 0.28 0.07(-)Votes of Feature[20]: 0.02(-) 0.20 0.20 0.20 0.19 0.19Votes of Feature[21]: 0.01(-) 0.22 0.24 0.24 0.04(-) 0.24Votes of Feature[22]: 0.13 0.17 0.17 0.17 0.17 0.17Votes of Feature[23]: 0.09 0.17 0.18 0.18 0.18 0.18Votes of Feature[24]: 0.16 0.17 0.17 0.17 0.17 0.17Votes of Feature[25]: 0.17 0.17 0.14 0.17 0.17 0.17Votes of Feature[26]: 0.09 0.20 0.16 0.16 0.20 0.20Votes of Feature[27]: 0.20 0.20 0.01(-) 0.20 0.20 0.20Votes of Feature[28]: 0.00(-) 0.28 0.19 0.30 0.06(-) 0.18Votes of Feature[29]: 0.18 0.18 0.12 0.18 0.18 0.18Votes of Feature[30]: 0.19 0.19 0.19 0.19 0.19 0.04(-)Votes of Feature[31]: 0.20 0.20 0.20 0.20 0.20 0.01(-)Votes of Feature[32]: 0.14 0.19 0.09 0.18 0.22 0.17Votes of Feature[33]: 0.20 0.20 0.00(-) 0.20 0.20 0.20Votes of Feature[34]: 0.21 0.21 0.22 0.19 0.16 (-)---------------------------------------------------------------------------Total Votes: 5.12 6.44 5.38 6.26 5.67 5.13Prediction: 2 actual class : 2Figure 7.7. Another correct (not that con�dent as the previous classi�cation)classi�cation of a given test instance (patient) drawn from the Dermatologydomain by the VFI1 classi�er.



CHAPTER 7. VISUALIZATION OF THE LEARNED CONCEPTS 136class 4, is not much di�erent than the vote of class 2. Thus, this prediction isin fact not that much con�dent because the classi�er chooses one class ratherthan the other depending on a very slight di�erence in the votes. If we lookat the individual votes of each feature, we see that there is no class receivinga (+) from any feature; that is, no feature can be exactly sure about whichclass to predict. There are some ({) classes and mostly the features are neutralabout the classes. When we compare the feature votes of class 2 with that ofclass 4, we do not �nd votes much di�erent than each other except the votesof especially feature 14. Since the votes of this feature support class 2 ratherthan class 4, it a�ects the �nal prediction to be class 2. The di�erence betweenvotes for these two classes is the highest in feature 14, so feature 14 with value1 seems to be the most important feature in distinguishing between class 2and class 4. Our human expert admitted that she also encounters the sameproblem of distinguishing between class 2 and class 4 as encountered by theVFI1 classi�er. In this classi�cation (Figure 7.7), VFI1 classi�ed the instancecorrectly, but the next instance will be misclassi�ed by the VFI1 classi�er.The classi�cation information of a test instance misclassi�ed by VFI1 isshown in Figure 7.8. The feature values of the instance are shown at �rst andthen the individual feature votes are displayed. The prediction of the classi�eris class 4 (pityriasis rosea) whereas the actual prediction of the human expertfor this instance was class 2 (seboreic dermatitis). Class 4 received the highestvote, but class 2 received a vote very close to the vote of class 4. Thus, thisprediction is in fact not much con�dent because the classi�er chooses one classrather than the other depending on a very slight di�erence in the votes. Ifwe look at the individual votes of each feature, we see that there is no classreceiving a (+) from any feature; that is, no feature can be exactly sure aboutwhich class to predict. There are some ({) classes and mostly the features areneutral (o) about the classes. When we compare the feature votes of class 2with that of class 4, we do not �nd votes much di�erent than each other exceptthe votes of feature 4 (itching) which votes 0:08 for class 2 and 0:29 for class 4and feature 14 (PNL in�ltrate), which votes 0:28 for class 2 and 0:11 for class4, which is the predicted class. This means that only features 4 and 14 can bemore useful to di�erentiate between class 4 and 2 than other features do butin di�erent directions. If feature 14 had been given the opportunity to have



CHAPTER 7. VISUALIZATION OF THE LEARNED CONCEPTS 137Feature values of test instance 3:F[1]: 2 F[2]: 1 F[3]: 1 F[4]: 0 F[5]: 0 F[6]: 0 F[7]: 0 F[8]: 0F[9]: 1 F[10]:0 F[11]:0 F[12]:0 F[13]:0 F[14]:1 F[15]:0 F[16]:1F[17]:1 F[18]:0 F[19]:1 F[20]:0 F[21]:0 F[22]:0 F[23]:0 F[24]:0F[25]:0 F[26]:0 F[27]:0 F[28]:2 F[29]:0 F[30]:0 F[31]:0 F[32]:2F[33]:0 F[34]:35Classes: [1] [2] [3] [4] [5] [6]--------------------------------------------------------------------------Votes of Feature[1]: 0.16 0.16 0.17 0.18 0.15 0.18Votes of Feature[2]: 0.09 0.09 0.17 0.20 0.30 0.14Votes of Feature[3]: 0.11 0.19 0.11 0.20 0.20 0.20Votes of Feature[4]: 0.20 0.08 0.03(-) 0.29 0.10 0.30Votes of Feature[5]: 0.16 0.19 0.12 0.13 0.20 0.20Votes of Feature[6]: 0.17 0.17 0.13 0.17 0.17 0.17Votes of Feature[7]: 0.19 0.19 0.19 0.19 0.18 0.06(-)Votes of Feature[8]: 0.17 0.17 0.13 0.17 0.17 0.17Votes of Feature[9]: 0.26 0.12 0.11 0.11 0.12 0.29Votes of Feature[10]: 0.06(-) 0.19 0.20 0.20 0.20 0.15Votes of Feature[11]: 0.14 0.19 0.20 0.20 0.20 0.07(-)Votes of Feature[12]: 0.17 0.17 0.13 0.17 0.17 0.17Votes of Feature[13]: 0.17 0.13 0.17 0.18 0.17 0.18Votes of Feature[14]: 0.32 0.28 0.10 0.11 0.10 0.10Votes of Feature[15]: 0.20 0.20 0.19 0.20 0.01(-) 0.20Votes of Feature[16]: 0.21 0.11 0.10 0.10 0.25 0.23Votes of Feature[17]: 0.13 0.15 0.10 0.23 0.13 0.26Votes of Feature[18]: 0.14 0.22 0.20 0.18 0.13 0.12Votes of Feature[19]: 0.13 0.15 0.17 0.20 0.16 0.18Votes of Feature[20]: 0.02(-) 0.20 0.20 0.20 0.19 0.19Votes of Feature[21]: 0.01(-) 0.22 0.24 0.24 0.04(-) 0.24Votes of Feature[22]: 0.13 0.17 0.17 0.17 0.17 0.17Votes of Feature[23]: 0.09 0.17 0.18 0.18 0.18 0.18Votes of Feature[24]: 0.16 0.17 0.17 0.17 0.17 0.17Votes of Feature[25]: 0.17 0.17 0.14 0.17 0.17 0.17Votes of Feature[26]: 0.09 0.20 0.16 0.16 0.20 0.20Votes of Feature[27]: 0.20 0.20 0.01(-) 0.20 0.20 0.20Votes of Feature[28]: 0.00(-) 0.28 0.19 0.30 0.06(-) 0.18Votes of Feature[29]: 0.18 0.18 0.12 0.18 0.18 0.18Votes of Feature[30]: 0.19 0.19 0.19 0.19 0.19 0.04(-)Votes of Feature[31]: 0.20 0.20 0.20 0.20 0.20 0.01(-)Votes of Feature[32]: 0.18 0.16 0.17 0.17 0.15 0.17Votes of Feature[33]: 0.20 0.20 0.00(-) 0.20 0.20 0.20Votes of Feature[34]: 0.21 0.21 0.22 0.19 0.16 0.00(-)--------------------------------------------------------------------------Total Votes: 5.23 6.09 5.08 6.34 5.57 5.69Prediction: 4 actual class : 2Figure 7.8. An incorrect classi�cation of a given test instance (patient) drawnfrom the Dermatology domain by the VFI1 classi�er.



CHAPTER 7. VISUALIZATION OF THE LEARNED CONCEPTS 138more voting power than the other features, it might have changed the �nalprediction. The lesson we can draw from this misclassi�cation is that feature14 with value 1 is important to di�erentiate between class 2 and 4.To di�erentiate between class 2 and 4 is also a hard task for the humanexpert. We showed her the feature values of the instance and asked her tomake the classi�cation again looking at these feature values. She said that tomake a diagnosis for this instance is really tough and problematic. She guessedthis instance is either of class 2 or class 4, waited for a while, and after lookingat feature 26 (disappearance of the granular layer), which does not appear inthis patient, she said it seems more like class 2 but may also be class 4. Butthe votes of feature 26 for both classes are nearly the same, which means thatalthough the doctor says that the lower values of feature 26 is a sign for class4, the up-to-now training instances only slightly show this. As a result, it isnot surprising for VFI classi�ers to make misclassi�cation in class 2 and class 4instances in the Dermatology dataset because it is also di�cult for the doctor todi�erentiate between them. For example, with this instance, the doctor couldnot pick up good di�erentiating features con�rming class 2. The close totalvotes received by these two classes also show this di�culty. One advantage ofVFI classi�ers is that one can see the probability of each class as well as thepredicted class, such as the total votes in Figure 7.8 tell that the prediction isclass 4 but the next possible class is 2 with very similar probability.The explanations generated by VFI classi�ers give valuable informationabout the classi�cations such as the next possible class as well as the predictedclass, the features con�rming which classes and how much they con�rm, thefeatures rejecting which classes. This kind of information might help the hu-man expert in making new classi�cations especially if the human expert is notexperienced enough. Although the human expert collecting the data for us isvery experienced in this �eld, our classi�er corrected two of her misclassi�ca-tions, that made her change her previous classi�cation. What I say in thissituation is that \VFI classi�ers saved one patient". The classi�cation of oneof the instances is shown in Figure 7.9. The concept description used to clas-sify this instance was learned by 365 training instances. The VFI1 classi�erpredicts class 1 with high con�dence (total vote = 8.33), but the actual class



CHAPTER 7. VISUALIZATION OF THE LEARNED CONCEPTS 139Feature values of test instance 1:F[1]: 2 F[2]: 2 F[3]: 2 F[4]: 3 F[5]: 2 F[6]: 0 F[7]: 0 F[8]: 0F[9]: 1 F[10]:1 F[11]:0 F[12]:0 F[13]:0 F[14]:1 F[15]:0 F[16]:0F[17]:1 F[18]:1 F[19]:1 F[20]:1 F[21]:1 F[22]:1 F[23]:1 F[24]:1F[25]:0 F[26]:2 F[27]:0 F[28]:0 F[29]:0 F[30]:0 F[31]:0 F[32]:3F[33]:0 F[34]:40Classes: [1] [2] [3] [4] [5] [6]---------------------------------------------------------------------------Votes of Feature[1]: 0.16 0.16 0.17 0.17 0.14 0.18Votes of Feature[2]: 0.20 0.21 0.16 0.15 0.09 0.19Votes of Feature[3]: 0.26 0.12 0.25 0.15 0.10 0.12Votes of Feature[4]: 0.11 0.18 0.38 0.03(-) 0.29 0.01(-)Votes of Feature[5]: 0.19 0.07(-) 0.34 0.27 0.06(-) 0.06(-)Votes of Feature[6]: 0.16 0.16 0.19 0.16 0.16 0.16Votes of Feature[7]: 0.20 0.20 0.20 0.20 0.18 0.02(-)Votes of Feature[8]: 0.16 0.16 0.21 0.16 0.16 0.16Votes of Feature[9]: 0.28 0.11 0.08 0.08(-) 0.10 0.36Votes of Feature[10]: 0.39 0.12 0.10 0.08(-) 0.08(-) 0.23Votes of Feature[11]: 0.14 0.18 0.19 0.19 0.19 0.10Votes of Feature[12]: 0.16 0.16 0.21 0.16 0.16 0.16Votes of Feature[13]: 0.17 0.15 0.16 0.17 0.17 0.17Votes of Feature[14]: 0.32 0.34 0.07(-) 0.10 0.07(-) 0.11Votes of Feature[15]: 0.20 0.20 0.19 0.20 0.02(-) 0.20Votes of Feature[16]: 0.21 0.11 0.11 0.14 0.23 0.20Votes of Feature[17]: 0.15 0.17 0.14 0.21 0.12 0.21Votes of Feature[18]: 0.16 0.15 0.16 0.16 0.17 0.21Votes of Feature[19]: 0.12 0.16 0.17 0.20 0.15 0.20Votes of Feature[20]: 0.47(+) 0.08 0.08 0.08 0.12 0.15Votes of Feature[21]: 0.27 0.13 0.09 0.09 0.31 0.13Votes of Feature[22]: 0.61(+) 0.08(-) 0.07(-) 0.07(-) 0.08(-) 0.07(-)Votes of Feature[23]: 0.45(+) 0.18 0.08(-) 0.08(-) 0.09 0.12Votes of Feature[24]: 0.60(+) 0.08(-) 0.08(-) 0.09 0.08(-) 0.08(-)Votes of Feature[25]: 0.19 0.19 0.03(-) 0.19 0.19 0.19Votes of Feature[26]: 0.50(+) 0.07(-) 0.17 0.12 0.07(-) 0.07(-)Votes of Feature[27]: 0.20 0.20 0.01(-) 0.20 0.20 0.20Votes of Feature[28]: 0.15 0.17 0.16 0.18 0.16 0.18Votes of Feature[29]: 0.20 0.20 0.01(-) 0.20 0.20 0.20Votes of Feature[30]: 0.19 0.19 0.19 0.19 0.19 0.06(-)Votes of Feature[31]: 0.20 0.19 0.20 0.20 0.20 0.02(-)Votes of Feature[32]: 0.16 0.15 0.26 0.13 0.19 0.11Votes of Feature[33]: 0.20 0.20 0.00(-) 0.20 0.20 0.20Votes of Feature[34]: 0.20 0.19 0.23 0.19 0.17 0.01(-)---------------------------------------------------------------------------Total Votes: 8.33 5.42 5.15 5.17 5.10 4.83Prediction: 1 actual class : 2Figure 7.9. A misclassi�cation of an instance drawn from the Dermatologydomain done by the human expert and corrected by the VFI1 classi�er.



CHAPTER 7. VISUALIZATION OF THE LEARNED CONCEPTS 140told by the doctor was class 2, which received a total vote of 5:42. Thereare features con�rming class 1 but there are no features con�rming class 2.Moreover, there are features rejecting class 2. These individual votes makeup a signi�cant di�erence in the votes of these two classes. When we showedthe human expert this classi�cation results pointing the total vote received byclass 1, she changed her mind and approved the classi�cation of VFI1. Thiswas a very important result achieved by the VFI classi�ers, since the computercorrected the human expert's fault by learning from the previous patients withknown diagnoses.In this chapter, we have shown that VFI classi�ers do not work like blackboxes and can explain why and how it came up with the resulting classi�ca-tion in a comprehensible way to human. The human expert agrees with theinformation visualized in the concept descriptions learned by VFI classi�ers.The classi�cation explanations do not only display only the prediction but alsohow certain that prediction is compared to other classes.



Chapter 8Conclusions and Future WorkWe have presented several new multi-concept learning algorithms called VotingFeature Intervals (VFI) algorithms. The VFI classi�cation algorithms are non-incremental supervised inductive learning algorithms that learn the conceptdescriptions in the form of sets of feature intervals on each feature dimensionfrom a set of preclassi�ed examples provided by a teacher. A feature intervalrepresents a set of classes with its individual votes and the classi�cation of anew instance is determined by the sum of these individual votes distributedby each feature. The features might have equal voting power or some rele-vant features might have been given a higher voting power than some otherirrelevant features. The relevance information of features can be learned by afeature weight learning method which is also developed and applied to the VFIclassi�ers in this thesis.Representing a concept separately on each feature dimension allows fasterclassi�cation than the nearest neighbor and the decision tree induction algo-rithms. The classi�cation in the VFI classi�ers has been shown to be muchmuch faster than that of the well-known 1-NN algorithm. Moreover, the clas-si�cation in the VFI classi�ers are also faster than that of the NBCN classi�eron the average. This separate representation also enables a natural and e�ec-tive method of handling missing (unknown) feature values for which a valueshould be provided to replace in both the nearest neighbor and the decisiontree induction algorithms. The experiments on arti�cially generated datasets141



CHAPTER 8. CONCLUSIONS AND FUTURE WORK 142containing missing feature values have shown that the method of simply ig-noring only the feature with the unknown value used in all feature projectionbased methods and the Naive Bayesian classi�er results in higher accuraciesthan those used by the 1-NN and C4.5 algorithms. Another advantage of theseparate knowledge representation of the concept description is that the nor-malization of feature values to a same range for all the features is not requiredas required in the case of the nearest neighbor algorithm.The knowledge representation scheme based on feature projections has beenused in several other learning methods [32, 73, 7, 8] which have generalized thefeature projections of the training instances in di�erent ways. The experimentson real-world datasets have shown that the VFI classi�ers achieve the highestclassi�cation accuracies among all these feature projection based methods. Onthe other hand, the VFI classi�ers have not always achieved higher accuraciesthan the well-known 1-NN and C4.5 algorithms. However, the VFI classi�ershave been usually more successful than the Naive Bayesian classi�er assumingnormal distribution for linear features (NBCN), which is also a very classicalclassi�er.In these performance comparisons, we have used the unweighted VFI clas-si�ers where each feature has equal voting power. We have also developedweight learning genetic algorithms that learn the optimum feature relevanceweights to maximize the classi�cation accuracy of the given classi�er. Theweight learning experiments on some real-world datasets have shown that it ispossible to have signi�cant increase in the classi�cation accuracy of the VFIclassi�ers. However, one de�ciency of genetic algorithms is that they are slow,therefore we could not have applied them to learn weights for large datasets.As a future work, other feature weight learning methods [76] might be used tolearn feature weights for the VFI classi�ers.We have proposed and developed a new crossover operator called continuousuniform crossover (CUCO) to be used in these weight learning genetic algo-rithms and compared it with three common crossover operators by using themin genetic algorithms that learn weights for the nearest neighbor algorithm[21]. Experiments have shown that CUCO is generally better than the othercrossover operators. Nevertheless, the classi�cation accuracies of the weighted



CHAPTER 8. CONCLUSIONS AND FUTURE WORK 143nearest neighbor algorithm using di�erent crossover operators are close to eachother.The e�ect of the presence of irrelevant features in the datasets have beeninvestigated and the experiments have shown that the classi�cation accuracy ofthe VFI classi�ers are not a�ected muchwith the addition of irrelevant features.On the other hand, the performance of other feature projection based methodsand the nearest neighbor algorithm degrade in the presence of irrelevant fea-tures. However, the VFI classi�ers are a�ected negatively when the datasetscontain noisy feature values. The negative e�ect of noisy feature values onthe classi�cation performance of the VFI classi�ers might be investigated andnoise-tolerant versions might be developed for further research.What is as much important as how accurate and/or fast a classi�er performsis the understandability of both the concept description learned and the classi-�cation process. For this purpose, we have visualized the concept description inthe form of sets of intervals on each feature dimension where an interval eithercon�rms, or rejects, or does none of these two for some class in the domain oneach feature. Our human expert has agreed with the information visualizedfor the Dermatology dataset. Another useful understandability property of theVFI classi�ers is the explanation ability of the VFI classi�ers in classi�cation.VFI classi�ers do not work like a black box and can explain why and how theycame up with the resulting classi�cation in a comprehensible way to human.The explanations generated by VFI classi�ers give valuable information aboutthe classi�cations such as the next possible class as well as the predicted class,the features con�rming which classes and how much they are con�dent withtheir con�rmation, and the features rejecting which classes. This kind of infor-mation might help the human expert in making new classi�cations especiallyif the human expert is not experienced enough.Other than those speci�ed above, we have another direction for future work.The individual voting of features is common in all feature projection basedlearning methods where some of them use single-class voting such as the CFPand the FIL algorithms [7, 32] and some others use multi-class voting such asthe COFI and the VFI algorithms [22, 73]. The sum of the votes distributed toclasses in the unweighted VFI algorithm is equal to 1 and the votes are positive



CHAPTER 8. CONCLUSIONS AND FUTURE WORK 144real values. Some features give a vote 0 or some value which we visualized as({) meaning a rejection and some features give such a vote that is visualized by(+) meaning a con�rmation in Chapter 7. As one future research direction, thevotes we visualized as ({) might get a negative vote from that feature, which willprovide that feature with more rejection power. As another research direction,these (+) and ({) evaluations might be used to learn feature weights that di�eramong intervals of that feature for the VFI classi�ers; that is, a feature wouldhave di�erent weights depending on its intervals. Thus, each feature-intervalpair might have a weight related to the (+) or ({) evaluation of the interval.This is meaningful because the intervals that have (+) and/or ({) evaluationsfor classes are signi�cantly di�erentiating one class from another, thus thoseintervals are more informative than the intervals that distribute equal votes toall classes.Another further research might be carried on the point intervals constructedon nominal feature dimensions. Since the values of nominal features have norelation with each other, unlike the linear ordering relation between the valuesof a linear feature, all intervals of a nominal feature are point intervals. A pointinterval is de�ned on a singleton set of values in the VFI algorithms describedin this thesis. Instead of constructing point intervals from all distinct valuesthat a nominal feature can take on, some |two or more| point intervalsmight be combined into a multi-point interval. Then, this multi-point intervalwould be de�ned on a subset of values instead of a singleton set of values. Thiscombination can be determined by the class distributions of the point intervalsto be combined. For example, it might be meaningful and e�cient to combinetwo point intervals which have very similar class distributions. However, thecombination of point intervals would not be correct if the nominal feature is aboolean feature.The main advantages of the VFI classi�ers, which learns the concept de-scriptions in the form of sets of intervals separately on each feature and uses avoting scheme in classi�cation, can be summarized as follows:� highest classi�cation accuracies among all other feature projection basedmethods such as the CFP, COFI, 1-NNFP, and FIL algorithms



CHAPTER 8. CONCLUSIONS AND FUTURE WORK 145� faster classi�cation than other well-known classi�ers� visualization of the learned concept description and the explanation abil-ity of the classi�cation in a comprehensible way to humans� separate consideration of features yields a natural and e�ective way ofhandling unknown feature values, which is a common advantage of allfeature projection based methods� separate consideration of features does not require any normalization offeature values to a same range� robust to the presence of irrelevant features in the domain� allows incorporation of feature weights from external sourcesThe major disadvantage of this representation is that concept descriptionsinvolving a conjunction between two or more features can not be represented.The feature projection based algorithms are not applicable to domains whereall of the concept descriptions overlap, or domains in which concept descrip-tions are nested. Instead, they are applicable to concepts where each feature,independent of other features, can contribute to the classi�cation of an in-stance. In fact, this is the nature of the most real-world datasets. Holte haspointed out that the most datasets in the UCI repository are such that, forclassi�cation, their features can be considered independently of each other [36].Also Kononenko claimed that in the data used by human experts there are nostrong dependencies between features because features are properly isolatedand de�ned [44].This thesis has completed the work on feature projection based learning al-gorithms. The CFP, COFI, 1-NNFP, FIL, and VFI classi�cation algorithms alllearn the concept descriptions separately on each feature by generalizing thefeature projections of the training examples and use a voting scheme whereeach feature participates in the classi�cation by its individual vote. This thesiswraps up all these feature projection based learning algorithms into a unifyingformalism. In this formalism, the algorithms are categorized into Single-Classvs Multi-Class according to whether the basic unit of representation carries



CHAPTER 8. CONCLUSIONS AND FUTURE WORK 146classi�cation information for a single class or for all classes. Another dimen-sion according to which the algorithms are categorized is whether the trainingexamples are processed in an incremental or non-incremental manner. Thus,this thesis has presented a wide comparison between all feature projectionbased classi�cation learning algorithms.
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AReal-World DatasetsTable A.1. Comparison on some real-world datasets.# of # of Linear # of Unknown BaselineDataset Size Features Features Classes Values Accuracy(%) (%)Arrhythmia 452 279 279 16 0.33 54Bcancerw 699 10 10 2 0.25 66Cleveland 303 13 6 2 0 54Dermatology 309 34 34 6 0.07 31Diabetes 768 8 8 2 0 65Glass 214 9 9 6 0 36Horse 368 22 7 2 24 63Hungarian 294 13 6 2 0 64Ionosphere 351 34 34 2 0 64Iris 150 4 4 3 0 33Liver 345 6 6 2 0 58Musk 476 166 166 2 0 57New-thyroid 215 5 5 3 0 70Page-blocks 5473 10 10 5 0 90Segmentation 2310 19 19 7 0 14Sonar 208 60 60 2 0 53Vehicle 846 18 18 4 0 26Wine 178 13 13 2 0 40Table A.1 summarizes some properties of the datasets to be used in theexperiments. In this table, name of the real-world datasets are shown with the155



A. REAL-WORLD DATASETS 156size of the dataset, number of features, number of linear features, number ofclasses, percentage of the unknown attribute values, and the baseline accuracy.The baseline accuracy of a dataset is the accuracy that will be obtained bypredicting the class of any test instance as the class of the most frequentlyoccurring class.Arrhythmia: In this thesis, we construct two real-world datasets. Oneof them is the Arrhythmia dataset. The aim is to distinguish between thepresence and types of cardiac Arrhythmia and to classify it in one of the 16groups. Currently, there are 452 patient records which are described by 279feature values. Class 01 refers to normal ECG, class 02 to Ischemic changes(Coronary Artery Disease), class 03 to Old Anterior Myocardial Infarction,class 04 to Old Inferior Myocardial Infarction, class 05 to Sinus tachycardy,class 06 to Sinus bradycardy, class 07 to Ventricular Premature Contraction(PVC), class 08 to Supraventricular Premature Contraction (PVC), class 09to Left bundle branch block, class 10 to Right bundle branch block, class 11to 1. degree AtrioVentricular block, class 12 to 2. degree AtrioVentricularblock, class 13 to 3. degree AtrioVentricular block, class 14 to Left ventriculehypertrophy, class 15 to Atrial Fibrillation or Flutter, and class 16 refers tothe rest. The �rst 9 features are Age (f1) given in years, Sex (f2) which iseither male or female, Height (f3) given in centimeters, Weight (f4) given inkilograms, QRS interval (f5) which is the average QRS duration in msec., P-Rinterval (f6) which is the average duration between onset of P and Q wavesin msec., Q-T interval (f7) which is the average duration between onset of Qand o�set of T waves in msec., T interval (f8) which is the average durationof T wave in msec., P interval(f9) which is the average duration of P wave inmsec. The features from f10 to f14 are the vector angles in degrees on frontplane of QRS (f10), T (f11), P (f12), QRST (f13), and J (f14) respectively. Thefeature f15 is heart rate which is the number of heart beats per minute. Thefollowing 11 features are measured from the DI channel: Average width of Qwave measured in msec. (f16), Average width of R wave measured in msec.(f17), Average width of S wave measured in msec. (f18), Average width of R'wave measured in msec. (f19), Average width of S' wave measured in msec.(f20), Number of intrinsic de
ections (f21), Existence of ragged R wave (f22)which is a boolean feature, Existence of diphasic derivation of R wave (f23)



A. REAL-WORLD DATASETS 157which is a boolean feature, Existence of ragged P wave (f24) which is a booleanfeature, Existence of diphasic derivation of P wave (f25) which is a booleanfeature, Existence of ragged T wave (f26) which is a boolean feature, Existenceof diphasic derivation of T wave (f25) which is a boolean feature. The above11 features measured for the DI channel are all measured for the DII (fromfeature f28 to f39), DIII (from feature f40 to f51), AVR (from feature f52 tof63), AVL (from feature f64 to f75), AVF (from feature f76 to f87), V1 (fromfeature f88 to f99), V2 (from feature f100 to f11), V3 (from feature f112 tof123), V4 (from feature f124 to f135), V5 (from feature f136 to f147), and V6(from feature f148 to f159) channels. The following 9 features are measuredfrom the DI channel: Amplitude of JJ wave (f160) measured in �0:1 milivolts,Amplitude of Q wave (f161) measured in �0:1 milivolts, Amplitude of R wave(f162) measured in �0:1 milivolts,Amplitude of S wave (f163) measured in �0:1milivolts,Amplitude of R' wave (f164) measured in �0:1 milivolts,Amplitude ofS' wave (f165) measured in �0:1 milivolts,Amplitude of P wave (f166) measuredin�0:1 milivolts,Amplitude of T wave (f167) measured in�0:1 milivolts,QRSA(f168) which is the sum of the areas of all segments divided by 10, QRSTA(f169) which is equal to QRSA+0:5�width of Twave�0:1�height of Twave.The above 9 features measured for the DI channel are all measured for theDII (from feature f170 to f179), DIII (from feature f180 to f189), AVR (fromfeature f190 to f199), AVL (from feature f200 to f209), AVF (from feature f210to f219), V1 (from feature f220 to f229), V2 (from feature f230 to f239), V3(from feature f240 to f249), V4 (from feature f250 to f259), V5 (from featuref260 to f269), and V6 (from feature f270 to f279) channels.There are several missing feature values. Class distribution of this datasetis very unfair and instances of classes 11, 12, and 13 do not exist in the currentdataset. Class 01 (normal) is the most frequent one. Although the ECGof some patients show the characteristics of more than one Arrhythmia, inconstructing the dataset it is assumed that no patient has more than onecardiac Arrhythmia.Breast Cancer: Breast Cancer data set contains 273 patient records. Allthe patients underwent a surgery to remove tumors, all of them were followedup �ve years later. The objective here is to predict whether or not breast



A. REAL-WORLD DATASETS 158cancer would recur during that �ve year period. The recurrence rate is about30 %, and hence such prognosis is important for determining post-operationaltreatment. The data set contains nine variables that were measured, includingboth numeric and binary values. The prediction is binary: either the patientdid su�er a recurrence of cancer or not.Cleveland and Hungarian Data: Both datasets are about the heartdisease diagnosis. Each dataset is described with same features. Clevelanddata was collected from the Cleveland Clinic Foundation and Hungarian datawas collected from the Hungarian Institute of Cardiology.These databases contain 76 attributes originally, but in ML �eld 13 of themis used. All attributes are numeric valued and 6 of them have nominal values.The class is determined according to the presence of heart disease, that is, thisis binary classi�cation problem. There are no missing values in these datasetsfor the features that we have used.Dermatology: The di�erential diagnosis of erythemato-squamous diseasesis a real problem in Dermatology. They all share the clinical features of ery-thema and scaling, with very little di�erences. The diseases in this groupare psoriasis (C1), seboreic dermatitis (C2), lichen planus (C3), pityriasis rosea(C4), cronic dermatitis (C5), and pityriasis rubra pilaris (C6). Usually a biopsyis necessary for the diagnosis but unfortunately these diseases share manyhistopathological features as well. Another di�culty for the di�erential diag-nosis is that a disease may show the features of another disease at the beginningstage and may have the characteristic features at the following stages. Patientswere �rst evaluated clinically with 12 features which are erythema (f1), scaling(f2), de�nite borders (f3), itching (f4), koebner phenomenon (f5), polygonalpapules (f6), follicular papules (f7), oral mucosal involvement (f8), knee andelbow involvement (f9), scalp involvement (f10), family history (f11), and age(f34). Afterwards, skin samples were taken for the evaluation of 22 histopatho-logical features which are melanin incontinence(f12), eosinophils in the in�l-trate (f13), PNL in�ltrate (f14), �brosis of the papillary dermis (f15), exocytosis(f16), acanthosis (f17), hyperkeratosis (f18), parakeratosis (f19), clubbing of therete ridges (f20), elongation of the rete ridges (f21), thinning of the suprapap-illary epidermis (f22), spongiform pustule (f23), munro microabcess (f24), focal



A. REAL-WORLD DATASETS 159hypergranulosis (f25), disappearance of the granular layer (f26), vacuolisationand damage of basal layer (f27), spongiosis (f28), saw-tooth appearance of retes(f29), follicular horn plug (f30), perifollicular parakeratosis (f31), in
ammatorymonoluclear in
itrate (f32), and band-like in�ltrate (f33). The values of thehistopathological features are determined by an analysis of the samples undera microscope.In the dataset constructed for this domain, the family history feature hasthe value 1 if any of these diseases has been observed in the family, and 0otherwise. The age feature simply represents the age of the patient. Everyother feature (clinical and histopathological) was given a degree in the rangeof 0 to 3. Here, 0 indicates that the feature was not present, 3 indicates thelargest amount possible, and 1, 2 indicate the relative intermediate values.Diabetes: This data set contains diabetes diseases collected from Na-tional Institute of Diabetes and Digestive and Kidney Diseases. The diagnos-tic, binary-valued variable investigated is whether the patient shows signs ofdiabetes according to World Health Organization criteria (i.e., if the 2 hourpost-load plasma glucose was at least 200 mg/dl at any survey examination orif found during routine medical care). The population lives near Phoenix, Ari-zona, USA. Several constraints were placed on the selection of these instancesfrom a larger database. In particular, all patients here are females at least21 years old of Pima Indian heritage. The data set contains records of 768patients with 8 features.Glass Data: This dataset consists of attributes of glass samples takenfrom the scan of an accident. The Glass dataset contains 214 instances ofwhich belongs to one of six classes. In this dataset there are 9 features. Allfeature values are continuous.Horse Data: In this dataset there are 368 instances. Number of attributesis 22 and the number of classes is 2. Seven of these features are linear and �fteenof them are nominal. The 24% of the feature values is missing (unknown). Thefeatures V3, V25, V26, V27, and V28 are deleted from the original Horse-colic(called Horse in this thesis) dataset and feature V24 is used as the class.



A. REAL-WORLD DATASETS 160Ionosphere Data: The radar data was collected by a system in GooseBay, Labrador. This system consists of a phased array of 16 high-frequencyantennas with a total transmitted power on the order of 6.4 kilowatts. Thetargets were free electrons in the ionosphere. Good radar returns are thoseshowing evidence of some type of structure in the ionosphere. Bad returnsare those that do not; their signals pass through the ionosphere. Receivedsignals were processed using an autocorrelation function whose arguments arethe time of a pulse and the pulse number. There were 17 pulse numbers for theGoose Bay system. Instances in this database are described by 2 attributes perpulse number, corresponding to the complex values returned by the functionresulting from the complex electromagnetic signal.Iris Flowers: Iris 
owers dataset from Fisher [26] consists of four integervalued continuous features and a particular species of iris 
ower. There arethree di�erent classes: iris virginica, iris setosa, iris versicolor. The four at-tributes measured were sepal length, sepal width, petal length and petal width.The dataset contains 150 instances, 50 instances of each three classes.Liver: This data set contains 345 instances and collected by BUPAMedicalResearch Ltd. Each instance constitutes the record of a single male individ-ual. There are 6 attributes and the �rst 5 variables are all blood tests whichare thought to be sensitive to liver disorders that might arise from excessivealcohol consumption. The last attribute presents drinks number of half-pintequivalents of alcoholic beverages drunk per day. The purpose of this data setis to determine whether patient has liver disorders or not.Musk: This dataset describes a set of 92 molecules of which 47 are judgedby human experts to be musks and the remaining 45 molecules are judged to benon-musks. The goal is to learn to predict whether new molecules will be musksor non-musks. However, the 166 features that describe these molecules dependupon the exact shape, or conformation, of the molecule. Because bonds canrotate, a single molecule can adopt many di�erent shapes. To generate this dataset, the low-energy conformations of the molecules were generated and then�ltered to remove highly similar conformations. This left 476 conformations.Then, a feature vector was extracted that describes each conformation.



A. REAL-WORLD DATASETS 161This many-to-one relationship between feature vectors and molecules iscalled the \multiple instance problem". When learning a classi�er for this data,the classi�er should classify a molecule as musk if ANY of its conformations isclassi�ed as a musk. A molecule should be classi�ed as non-musk if NONE ofits conformations is classi�ed as a musk.Page-blocks: The problem consists in classifying all the blocks of thepage layout of a document that has been detected by a segmentation process.This is an essential step in document analysis in order to separate text fromgraphic areas. Indeed, the �ve classes are: text (1), horizontal line (2), picture(3), vertical line (4) and graphic (5). It is compiled by Donato Malerba atthe University of Bari. This dataset is one of the largest datasets in the UCIRepository. This dataset is abbreviated as page in this thesis.Segmentation: This is an image segmentation data compiled by the VisionGroup at the University of Massachusetts.The instances were drawn randomlyfrom a database of 7 outdoor images. The images were handsegmented tocreate a classi�cation for every pixel. Each instance is a 3x3 region. Theclasses are brickface, sky, foliage, cement, window, path, grass.Wine Data: This dataset is about recognizing wine types. This data isprovided by Pharmaceutical and Food analysis and technologies. The classesare separable. In a classi�cation context, this is a well-posed problem with\well behaved" class structures. This dataset is the result of the chemicalanalysis of wines grown in the same region in Italy but derived from threedi�erent cultures. The analysis determined the quantities of 13 constituentsfound in each of the three types of wines. The dataset contains 178 instances.All features are linear.


