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ABSTRACT

This paper is about the implementation of a
visual tod for Differential Diagnosis of
Erythemato-Squamous Diseases based on the
clasdfication algorithms, Nearest Neighbor
Classfier (NN), Naive Bayesian Classfier using
Normal Distribution (NBC) and Voting Feature
Intervals-5 (VFI5). This tod enables the doctors
to differentiate six types of Erythemato-
Squamous Diseases using clinica and
histopathological parameters obtained from a
patient. The program also gives explanations for
the dasdfications of each clasdfier.

Keywords: Machine Learning, Classfication,
Dermatol ogy, Feature Projedions

1. INTRODUCTION

The aim of the projed is to implement a visua
tod for Differential Diagnosis of Erythemato-
Squamous Diseases based on the three different
clasdfication algorithms, namely, Nearest
Neighbor Classdfication (NN), Naive Bayesian
Classfier using Normal Distribution (NBC) and
Voting Feature Intervals-5 (VFI5). The program
enables the doctor to seethe dasdfications made
by each classfier, along with the explanations of
each clasdfication. The data set was obtained
from the Department of Dermatology of Gaz
University in Ankara.

The next sedion gives the description of the
prodem. Sedion 3 presents the three
clasdfication algorithms incorporated in the
tod. Sedion 4 outlines the design steps of the
projed. Sedion 5 concludes the paper.

2. PROBLEM DESCRIPTION

The differential diagnosis of erythemato-
squamous diseases is an important problem in
dermatology. The diseases in this group are
psoriasis (C,), seboreic dermatitis (C,), lichen
planus (Cs), pityriasis rosea (C,), cronic
dermatitis (Cs) and pityriasis rubra pilaris (Cg).

They all share the dinical features of erythema
and scaling, with very little differences. These
diseases are frequently seen in the outpatient
departments of dermatology. At the first sight all
of the diseases look very much aike with the
eythema and scaling. When inspeded more
carefully some patients have the typical clinical
features of the disease at the prediledion sites
(locali zation of the skin where a disease preters)
while another group has a typical locali zaion.

Patients are first evaluated clinically with 12
features. The degree of erythema and scaling,
whether the borders of lesions are definite or
not, the presence of itching and koebner
phenomenon, the form of the papules, whether
the oral mucosa, elbows, knees and the scalp are
involved or not, whether thereisa family history
or not are important for the differential
diagnosis. For example the eythema and scaling
of chronic dermatitisis lessthan of psoriasis, the
koebner phenomenon is present only in
psoriasis, lichen planus and pityriasis rosea
Itching and polygonal papules are for lichen
planus and folli cular papules are for pityriasis
rubra pilaris. Oral mucosa is prediledion site for
lichen planus while knee ebowv and scalp
involvements are of psoriasis. Family history is
usually present for psoriasis and pityriasis rubra
pilaris usually starts during chil dhood.

Some patients can be diagnosed with these
clinical features only, but usually a biopsy is
necessary for the wrred and definite diagnosis.
Skin samples were taken for the evaluation of 22
histopathological features. Another difficulty for
the differential diagnosis is that a disease may
show the histopathological features of ancther
disease at the beginning stage and may have the
characteristic features at the following stages.
Some samples ow the typical histopathological
features of the disease while some do not.
Melanin incontinence is a diagnostic feature for
lichen planus, fibrosis of the papill ary dermis is
for chronic dermatiti s, exocytosis may be seen in
lichen planus, pityriasis rosea aad seboreic
dermatitis. Acanthosis and parakeratosis can be
seen in al the diseases in different degrees.
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suprapapillary epidermis are diagnostic for
psoriasis. Disappearance of the granular layer,
vacuolization and damage of basal layer, saw-
toath appearance of retes and a band like
infiltrate are diagnogtic for lichen planus.
Follicular horn  plug and perifallicular
parakeratosis are hints for pityriasis rubra
pilaris.

The features of a patient are represented as a
vedor of features which has 34 entries for each
feature value. In the dataset, the family history
feature has the value 1 if any of these diseases
has been observed in the family, and O
otherwise. The age feature smply represents the
age of the patient. Every other feature (clinical
and histopathological) was given a degreein the
range of 0 to 3. Here, O indicates that the feature
was not present, 3 indicates the largest amount
possble, and 1, 2 indicate the relative
intermediate values. Each feature has either
nominal (discrete) or linear (continuous) values
having dfferent weights showing the relevance
to the diagnosis.

3. SOLUTION ALGORITHMS

In this <sdion we describe the three
clasdfication algorithms used in the tod;
namely, the Nearest Neighbar Classfier, the
Naive Bayesian Classfier and the Voting
Feature Intervals Clasdfier.

3.1. The Nearest Neighbor Classfier
Algorithm

One of the dasdfication algorithms that we used
in this projed is the NN classfier as it is a
smple and common algorithm. The NN
clasdfication is based on the assumption that
examples that are doser in the instance space
are of the dass NN algorithm asaumes that a
new test instance belongs to the same dassasiits
nearest neighbor among al stored training
instances. In this projed our aim is to classfy a
single test instance depending on the previoudy
established training data set. Therefore, we did
not include the training phase to the projea, the
methodology that we use is diredly inserting the
output data into arrays after performing the
training processin a separate medium. So, for
the implementation of the NN classfication
algorithm we diredly stored the train data
features and classvalues in two separate arrays
as these are the data sets produced after the
training process Currently, the data set for the
domain contains 366 instances. We first used all
of these instances to oltain a description of the
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in Figure 1.

int train_val ue[ 366] [ 34] ={

0
0

1,5,5
,1,2,2,4,4,3,3,1};
Figure 1. Training data set.

—

All the feature values are asauimed to have
linear values. The distance metrics used to
obtain the distance between two instances in the
NN classfication agorithm is the Euclidean
distance metric. The NN algorithm is more
effedive when the features of the domain are
equally important. It will be less effedive when
many of the features are misleading or irrelevant
to clasdfication. To owercome this problem, the
features are asdgned weights such that the
irrelevant features have lower weights (w) while
the strongly relevant features are given higher
weights (w). Giving dfferent weights to each
feature modify the importance of the feature in
the dassfication process sich that a relevant
feature bemes more important than a less
relevant one. We used a genetic algorithm to
learn the feature weights to be used with the
Nearest Neighbor classfication algorithm. We
applied the same genetic algorithm to determine
the weights of the features in our domain to be
used with the VFI5 algorithm. Koebner
phenomenon has the highest weight 0.062Q
Inflammatory mononuclear infiltrate is aso
important in the dassfication, with the weight
of 0.0527. On the other hand, the features
acanthosis, follicular horn  plug, munro
microabcess and age are found to be the least
relevant.

3.2. Naive Bayesian Classfier Using Nor mal
Distribution

Bayesan classfier is an agorithm that
approaches the dasdfication problem using
conditional probabilities of the features. The
probability of the instance belonging to a single
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probabiliti es of classes and the feature values for
an instance Naive Bayesian Classfier (NBC)
asaimes that features are independent. In NBC,
each feature participates in the dassfication by
assgning probability values for each class and
the final probahility of a classis the product of
each single feature probabilities; and for an n
dimensional domain, the probability of the
instance belonging to a class (P(e]Cj)) can be
computed as

n
PeIC)=[]Ple: Ic)
=1
NBC egtimates the nditional probability
density function P(e|C;) for a given feature value
e for the f" feature using the frequency of
observed instances around €. P(e | C) for the
nominal features is the ratio o the number of
training examples of class C; with value & for
feature f over total number of training examples
of class C. P(e]C) for continuous features is
computed by assuiming normal distribution.

In this projed our aim is to classfy a single
test instance depending on the previoudy
established training data set. Therefore, we did
not include the training phase of the NBC
Algorithm to the projed, we diredly filled in the
arrays after performing the training processin a
separate medium. So, for the implementation of
the NBC classfication algorithm we store the
variance and the mean of the linear values in
two arrays caled Variance[34] and
Mean[ 34] arrays.

The NBC agorithm handles the missng
feature values by ignoring the feature with the
missng value instead of ignoring the whole
instance When e has unknown value for f, the
conditional probebility P(e]C)) of each classC; is
assgned to 1, which has no effed on the product
of probabiliti es distributed by each feature.

3.3. Voting Feature Intervals-5 Algorithm

The VFI5 classfication algorithm represents a
concept description by a set of feature value
intervals [2, 5]. The dassfication of a new
instance is based on a voting among the
clasdfications made by the value of each
feature separately. It is a non-incrementa
clasdfication algorithm; that is, all training
examples are processd at once [3]. From the
training examples, the VFI5 algorithm
constructs intervals for each feature. An
interval is either a range or point interval. A
rangeinterval is defined on a set of conseautive
values of a given feature whereas a point
interval is defined for a single feature value.
For paint intervals, only a single value is used
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the other hand, it suffices to maintain only the
lower bound for the range of values, since all
range intervals on a feature dimension are
linearly ordered. The lower bound of the range
intervals obtained from the training instances
are instaled into an array cdled
i nterval Lower and the number of
segments formed for each feature value is
stored in the array Nol nt er val s diredly at
the beginning of the vfi function so no
training process is done. For each interval, a
single value and the votes of each classin that
interval are maintained. Thus, an interval may
represent several classes by storing the vote for
each class The votes given to the dasss for
each interval for each feature values are stored
inthei nt er val Vot es array.

The training phase is performed in another
platform and the only operation that takes place
in the training processis to find the end points
for each class C on each feature dimension f.
End points of a given classC are the lowest and
highest values on a linear feature dimension f at
which some instances of class C are observed.
On the other hand, end points on a nominal
feature dimension f of a given class C are al
distinct values of f at which some instances of
classC are observed. There are 2k end points for
each linear feature, where k is the number of
classes. Then, for linear features the list of end-
points on each feature dimension is rted. If the
feature is a linear feature, then point intervals
from each distinct end point and range intervals
between a pair of distinct end points excluding
the end points are mnstructed. If the feature is
nominal, each distinct end point constitutes a
point interval. The number of training instances
in each interval is counted. These @unts for
each class C in each interval i on feature
dimension f are computed.

For each training example, the interval i in
which the value for feature f of that training
example e falls is sarched. If interval i is a
point interval and € is equal to the lower bound
(same as the upper bound for a point interval),
the @unt of the dassof that instancein interval
i isincremented by 1. If interval i is a range
interval and & is equal to the lower bound of i
(falls on the lower bound), then the wunt of
class e in bah interval i and (i-1) are
incremented by 0.5. But if & falls into interval i
instead of falling on the lower bound, the @unt
of classe; in that interval is incremented by 1
normally. Thereis no neal to consider the upper
bounds as another case, because if & falls on the
upper bound of an interval i, then & is the lower
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a nominal feature are point intervals, the dfed
of count | nst ances isto count the number of
instances having a particular value for nominal
featuref.

To diminate the dfed of different class
distributions, the @munt of instances of classC in
interval i of feature f is then normalized by
cl assCount [ C], which is the total number of
instances of class C. As these operations are
performed in the training phase, they are not
included in the program. Only the data set
formed after the training phase is diredly
initialized to the arrays i nterval Lower,
Nol nt erval s andi nt er val Vot es.

The dasdfication process sarts by
initializing the votes of each classto zero. The
clasdfication operation includes a separate
predassfication step on each feature. The
predassfication of feature f involves a search
for the interval on feature dimension f into
which g fall s, where & is the value test example
e for feature f. If that value is unknown
(missng), that feature does not participate in the
clasdfication process Hence the features
containing missng values are simply ignored.
Ignoring the feature about which nothing is
known is a very natural and plausible approach

[1].

If the value for feature f of example e is
known, theinterval i into which e fallsis found.
That interval may contain training examples of
several classs. The dasss in an interval are
represented by their votes in that interval. For
each class C, feature f gives a vote ejual to
interval Vote[f,i,C], which is vote of
classC given by interval i on feature dimension
f. If ¢ fals on the boundary of two range
intervals, then the votes are taken from the point
interval constructed at that boundary point. The
individual vote of feature f for class C, is then
normali zed to have the sum of votes of feature f
equal to 1. Hence the vote of feature f is a real-
valued vote lessthan or equal to 1. After every
feature mmpletes their voting, the individua
vote vedors are summed up to get a total vote
vedor t ot al Vot es. Finally, the dasswith the
highest vote from the total vote vedor is
predicted to be the dassof the test instance The
implementation of the VFI agorithm is in
Figure 4.

4. DESIGN OF THE PROJECT

As this application is designed to be used by the
doctors who are not advanced computer users,
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Erythemato-Squamous Diseases application as
user friendly. The program has beean
implemented in C++ and runs on Windows
environment.

Being a department of a hospital,
dermatology department inherits all processes
that take place in a hospital. Everyday some
number of patients are appli ed to the department
as they have symptoms which are the signs of a
skin disease. In order to kee track of each
patient and prepare history for the hospital, we
constructed a database in which the detailed
information of each patient would be kept. The
ByopsiNo is sleded as the primary key so that
it isunique for each patient in the database. Also
indexes ae formed for PatientName,
PatientSurname and PatientName.

findlnterval (value, feature f)
begin
while ((interval Lower[f, s]< val ue)
&% (s < Nolnterval s[f]))
increase s
if (interval Lower[f,s] == val ue)
return(s)
el se
return(s-1)
end

featureVotes(e, f, Votes[])
begin
if e is known
s = findlnterval (e, f);
for each class value C
Votes[C] = interval Vote[f,s, (];
return;
end

vii5(e)
begin
initialize the total Votes array
initialize the Votes of each feature
for each class
for each feature f
featureVotes(e, f, Votes);
for each class C
total Votes[C] += (Votes[C] * w);
return (the class C having the
| argest Votes[(C])

end

Figure 4. The VFI5 adgorithm.

In the data set constructed for this domain,
the ByopsiNo is the label that is given to each
patient for the differentiation, name and
surname belongs to the patient, the doctor’s
diagnosis field stores the doctors prediction
about the disease and its range is from 1 to 6
each refleding the label of the 6 eythemato-
squamous diseases, family history feature has
the value 1 if any of these diseases has bee
observed in the family, and 0 otherwise. The
age feature simply represents the age of the
patient. Every other feature (clinical and
histopathological) was given a degree in the
range of 0 to 3. Here, a O indicates that the
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amount posshle, and 1, 2 indicate the relative
intermediate val ues.

4.1 Database Operations

Keeing the patient records; entrance of a new
patient, searching for an already recorded
patient or extracting a patient from the
registration are some of the operations that
leads to the @mnstruction of a database. All these
operations are performed by spedally prepared
forms. The Patient Rewrd Entrance Form
shown in Figure 5 enables the user to enter all
the information about the patient.

If the buttons labeled Clinical Features or
Histopathological Features is pressed one of the
following forms in Figure 6 or Figure 7 is
opened and enables the user to enter the feature
values only by marking the @rresponding
values.

“; Patient Record Entrance

L Enterance Date |29.041938
Name iz
Sumame |EMeksiz

Clrical Feanwes | VHDetEl.
Histopatholagical Features | I M‘
Figure 5. Patient Record Entrance
“; Clinic Features M= =
Unknawn 0 1 2 3
Emythema | « s 3 () s |
Sealing | 1 1 L 153 L |
Definite Borders | 1 1 ie L L |
Itching | i« i L L L |
Koebner Phenomenat | 1 1 {4 {4 L |
Palygonal Papules | 3 [C i i « |
Fallicular Papules | s « [ ( ( |
Oral Mucosal Involment | 1 1 ) ) L |
Knee and Elbow Involvement | 0 0 i+ [ ( |
Scalp Involvement | i i 3 L L |
Farib History o ¢« ]
Age |22

Figure 6. Clinical Features.

If avalue is not entered in these forms their
values are recorded as unknown to the database
and each prediction algorithm handles these
unknowns in a spedfic way depending on the
handling mechanism of the algorithm.
Classfication algorithms make prediction even
if one of the feature values of clinical or
histopathological features is entered. The result
of one prediction is own in Figure8.

Melarnin Incontinence

Eosinophils in Filtrate

PHL Infliate

Fibrosiscf thePapillay Dermis

Exocptosis

Acanthosis

Hyperkeratosis

Parakeratosis

Chubbing of the Rete Ridges

Thinning of the Suprapillary E pidemmis

Spangifarm Pustule

Munio Microabcsss

Faocal Hypergranulosis

Disappearance of the Granular Layer

Vacuolisation and Damage of Basal Layes

Spongiosis

San-tooth Appearance of Retes

Fallicular Hom Plug

I
I
I
I
I
I
I
I
I
Elangation of the Rete Ridges |
I
I
I
I
|
|
|
|
I
I

Perifalicular Parakeratosis

Inflammatory Monoluclear Infitrate [

5 « « 0
5 « « 0
§ « « 0
5 « « 0
5 « « i
C « ( i
C s « i
§ « 2 i
§ « 2 i
§ s « i
C « (0 (
5 « « (
C s « (
5 « « (
« « « .
« « « .
5 « « .
5 « « .
5 « « .
5 « « .
5 « « .
( « « 0

Banddike Inflrate [

Figure 7. Histopathological Features

# Patient Record Entrance [_[O[x]
Biopsi No [5.43155 Enterance Date |27041933
Name Narin

Sumame |Emeksiz

Psorasis WFI Detail
[Pscrtesis NN Dtail

Clrical Fealures |

| Histopathological Features |

Foisis NEL Defal..
Doctors Dingnass [P 7] f

Figure 8. Results of the dassfiers.

As keegoing BiopsyNo in mind is a difficult task
for a human being, we based our searching
methodology on different indexes. We have
implemented four searching craters; BiopsyNo,
Name, Surname, and bath Name and Surname.

For the update operation; the BiopsyNo
which ison the form is taken and the database is
opened as indexed by the BiopsyNo.

4.2. Explanations

As one of the main aims of the projed is to be
an assgtant tod in the training of the
dermatology students; the implementation of the
three different classfication agorithms are
placed in bah Patient Data Entrance and
Searched Patient Details forms by giving the
doctor the dance to compare his own
clasdfication with the prediction of the
algorithms. The detailed information given for
each of the dassfication algorithms can provide
the flexibility to the application to be used bath
in the hospital and in the elucation process of
the intern-doctors.

If the detail button for the NBC is pressed
then the form which shows the probability of
each of 34 features belonging to any erythemato-
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Figure 9 which contains the detail ed information
about the patient is retrieved. This form also
enables the doctor to make any update on the
previously recrded data set; to examine the
previous patients details and to see the
predictions.

“+ NBC Detail [_[ol<]
Paiert ID 543155

[Narin Emeksiz

Patient Name
NBE Prediction Pooriasis
Doctor's Disgnasis |7 s2iasis
[Dissases [Featue  [Psoriasis |5 Dermalitis [| Plorus [P Rossa |G Demaltis [P Rubra Pieris | =]
Probabilts for diseases: Valies 1 [o Io [o [o [o 1]
2 056 055 053 055 042 075
5 caling 2 057 070 051 051 021 075
D efirite Borders 1 012 0.36 013, 044 0.30 044
liching 0 043 014 002 087 015 055
Koebner Phenomenon o 056 038 027 0,18 1 1
Polygonal Papules o 1 1 004 1 1 1
Folicular Papuls i 097 09 1 1 082 0
Oral mucosal Involvement o 1 1 0,05 1 1 1
Knee and elbow Invovement 1 013 006 i [ 003 034
S calp Invovement t o 0,20 081 087 1 1 063
Famiy History 1 0.28 0.04 oo o 0 05
Melerin Incortinence 0 1 1 002 1 1 1
E ozinophils in the infiltrate o 0.7 0E3 086 033 082 1
PNL inflrale 2 03t 032 0 0 0 [
Fibiasis of the pap. dermis 0 1 1 097 1 0 1
Evocytosis o 0.83 0m oo 0,02 038 010
[Acarthosis 2 052 057 059 053 048 055
Hyperkeratosis 1 0,26 016 020 0,18 026 0,60
P arakeratosiz 2 051 027 027 010 0.26 034
Chibbing of the refe ridass 2 053 0 0 0 0.01 0 ]

Figure 9. Explanations for NBC classfication.

When the detail button for the NN classfier is
pressed, the explanation for the NN algorithm’s
prediction is provided as shown in Figure 10.
As NN agorithm asaumes that a new patient
has the same disease as its nearest neighbar;
the design of the NN-Detail form includes bath
the patient for whom the NN makes
clasdfication and the patient, which has the
most simil ar feature values.

“ NN Detail I[=l B3

Biopsi Mo

Marin Emeksiz

Patient Mame

KMM Prediction Fsoriasis
Doctor's Diagnosis IW
Values
Features Patient NBost Similar
Scaling j
Definite Borders
ltching

Koehner Phenomenon
Falygonal Papules
Follicular Fapules

Oral mucosal Involvement
Knee and elhow Invoverment
Scalp Invovement

Family History

Melanin Incantinence
Eosinophils in the infilirate
FPHL infiltrate

Fibrosis ofthe pap. dermis
Exocytosis

Acanthosis

Hynerkeratosis
Parakeratosis

Clubhing of the rete ridges
Elangation of the rete ridges
Thinninn nfthe sunranan /o
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FigurelO. Explanations for NN classfication.

When the detail button for VFI is pressd, the
explanation for the VFI-5 algorithm's
clasgfication is provided as shown in Figure 11
is displayed.

’; VFI DETAIL —
Patient ID
Patient Nets [Naim Emeksz
I Prediction Psariasis
Doctors Diagnosis [P0

[Diseases [Festue  [Psoriasis |5 Dematiis [| Planus [P Roses  |Cr Dematis [P RubraPiars |

Values |02 [0z, [nos | [XE] [o35 [o20 |
2 015 015 018 018 01 020

Sealing 2 017 021 015 015 006 022

Definite Borders 1 008 013 007 024 016 024

Itching ] 024 007 [} 032 007 026

Koebner Phenamenan [ 014 024 008 004 024 024

Pobyaonsl Papuies ] 013 013 000 013 013 013

Folicular Papules ] 020 020 020 0.2 017 0

Oral mucosal Involvement |0 013 013 o0 013 013 013

Knee and elbow Irvovement |1 022 on i [l 006 053

Sealp Invovement [ 004 019 0.20 020 020 014

Famiy History 1 033 005 o0 il 0 058

Melatin Incontinence ] 013 019 000 013 019 019

Eosinophisin the infitrats |0 018 on 018 017 017 018

PHL infiliate 2 048 051 i [l 0 0

Fibrosis of the pap. demis 0 0.20 020 019 020 0 020

Exocptosis ] 050 oo o0 i} 0z 0.07

Acanthosis 2 018 017 017 015 014 016 =

Figure 11. Explanations for the VFI
clasdfication.

The rules table in Figure 12 dsplays the votes
given to each classfor each of the 34 features.
These votes are learned duing the training of
the VFI5 algorithm.

“+ VFIDetail M=l B3
Erythema =
CLASSES @ [1] 121 131 14] 151 151 =
walue = 0 :  0.15 =) 0.z3 =) 0.6304 (-1
walue = 1 : 0.06(-) 0.08(-) 0.09 0.z1 0.46(4] 0.10
value = 2 : 0.1 0.1s 0.18 018 0.12 0.2l
walue = 3 : 0.2 0.2 0.16 0,10 0.05(-1  0.12
Scaling
CLASSES @ [1] 121 131 14] 151 151
walue = 0 : = =1 0.1% =1 O.81(4) =1
walue = 1 : 0.06(-) 0.06(-) 0.13 024 0.32 0.1z
walue = 2 :  0.18 u.zz 0.16 0.16 0.06(-1  0.23 =

Figure 12. Rules used by the VFI classfier.

5. CONCLUSION

In our opinion using this tod in the elucation
process provides a more colorful environment
for the doctors than huge hard covered
materials. Also the students of the Medica
Schods can use the tod for testing ther
knowledge by comparing their predictions with
the dassdfications done by the algorithms. Also
another advantage of the tod is to be a guide to
the doctors in congructing their own
clasdfication mechanisms by examining the
working methodologies of the algorithms
presented in the detail sedions.

Today, this visual tod for the differentiation
of erythemato squamous diseases is ready to use
by the doctors and the computer scientists who
areinterested in machine learning algorithms.
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