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Introduction 

 RNAs functionalities depend on its structural features 

 Number of known RNA structures is still limited 

 

 Secondary structure or folding of RNA sequence: set of 

formed base-pairs (A,G,C,U) 

 tertiary structure: actual three dimensional molecule structure 

 

 RNA folding: optimization problem, choosing the folding 

with the maximum score after giving a score for every 

possible folding of a RNA sequence 

 Standard scoring approach: sum of scores of local structural 

elements (basic: Nussinov&Jacobson, complex: Turner99 model) 
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Introduction 

 The parameter values (i.e. scores of each local element) 

traditionally obtained from wet-lab experiments 

 fine-tuned parameter estimation based on machine-learning 

(ML) techniques possible using known RNA structures 

 Today model parameterization remained fairly constant 

 Having few parameters corresponding score of one particular 

local configuration 

 

 Contribution: much richer parameterizations (≈70.000) 

 models based on the structural elements defined by Turner99 

 score of each structural element is composed of the sum of 

scores of many fine-grained local features 
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Introduction 
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Preliminaries and Problem Definition 

 Problem: given an RNA sequence x, find a folding ˆy ∈ Yx 

s.t. G(x, ˆy) is maximal 

 index-pairs of the form (i, j), i < j 

 sequence-folding pair (x, y), where x is an RNA sequence and y 

is the folding of x 

 scoring model G, function that assigns real-values to sequence-

folding pairs (x, y) 

 

 fG: Folding prediction algorithm 
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Preliminaries and Problem Definition 

 Linear model 

 

 

 Φ, the set of different features 

 Φ(x, y) feature representation of (x, y) 

 φi corresponds to the ith feature in Φ. 

 Each feature in Φ is associated with a score (or a weight), w 

 wi is the weight of the ith feature in Φ 
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Feature Representations 

 Two kinds of features (for examples, refer slide 5) 

 Binary features 

 occurrence values are always 1, thus the scores of such occurrences 

are simply the corresponding feature weights 

 Example:  hairpin_base_0=G_+1=C_-2=U (pos. 17 and 25 in slide 5) 

 unpaired-base of type G inside a hairpin at a sequence position i, while 

positions i + 1 and i − 2 contain bases of types C and U respectively 

 

 Real-valued features 

 set of real-valued length features 

 Example:  intervals of unpaired bases within hairpins (interval 16-20) 

 In this work, value of an occurrence of a length feature is log of the 

interval length 
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Learning Algorithm 

 Goal of the learning algorithm:  

 find a set of parameter values w such that the expected cost 

over unseen sequences x and their true foldings y is minimal 

 Updating weight vector, w  

 

 

 

 

 

 Decrease the weights of features appearing only in the predicted 

structure, and  

 increase the weights of features appearing only in the correct 

structure 
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Experiments 

 Data set: (S-Full) is based on the RNA-Strand dataset 

 contains known RNA secondary structures for a diverse set of 

RNA families across various organisms. 

 

 Models: StmedComed, SthighComed, StmedCohigh and SthighCohigh 

 basic model enriched with varying amounts of structural (St) 

and contextual (Co) information 

 Also baseline model (Baseline) which includes a trivial amount 

of contextual information 

 

 Measures: sensitivity, positive predictive value (PPV), and 

F1-measure 
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Experiments 

 Performance on S-AlgTrain as a function of the number of 

training iterations 
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Experiments 

 Performance of final models on the dev set S-AlgTest 
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Experiments 

 Effect of training set size on validation-set accuracies 
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Experiments 

 F1 scores (in %) of on the development set, grouped by 

RNA family 

Advanced Topics in Computational Biology 14 



Experiments 

 Final results on the test set 
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Conclusion 

 Richer parameterizations is beneficial to ML-based RNA 

structure prediction 

 Best model yields an error reduction of 50% over the 

previously best published results 

 

 Limitations with respect to the physics-based models 

 does not provide estimates of free energies of secondary 

structures 

 cannot compute the partition function, base-pair binding 

probabilities and centroid structures derived from them 

 learned parameter weights are currently not interpretable 
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Q&A 

 Thanks for listening 
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