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1. Introduction 

Today, online services gather lots of irrelevant information about users. However, user wants 

personal related contents from the online service providers, so online service provides deal with 

the problem of providing ‘related’ content through the user information. In this project, we will 

be focusing on a movie recommendation system so called OMRES that uses collaborative 

filtering approach to recommend movies to users. 

 

2. Problem Statement 

Up until recently, recommendations from friends have been the most helpful way for us to find 

out about new things. In 2000s, the importance of providing personal information and contents to 

users has grown significantly. Most of the e-commerce companies, social web companies have 

recommender systems to provide personal information and expectations. 

 

Earlier recommender system methods were developed to solve this kind of problems. Today, we 

know that there are two major divisions of recommender system methods; content based filtering 

and collaborative filtering. Content-based recommender systems make recommendations by 

analyzing the content of textual information and finding regularities in the content [1]. 

Collaborative filtering systems use the user rating data to calculate the similarity or weight 

between users or items and make predictions or recommendations according to those calculated 

similarity values [2]. 

 

3. Methodology 

In OMRES, we will use the second approach which is collaborative filtering. Collaborative 

filtering has two different methodologies: Model based, which fits a model to the training data 

and Memory based, which uses Nearest Neighbor Methods. In our system, we will use k-NN 

approach that is a type of instance-based learning, or lazy learning where the function is only 

approximated locally and all computation is deferred until classification [3].  

 

In order to apply k-NN approach; firstly we will take all query instances such as 

q(movieId,userId), then we normalize the data before processing by the help of the algorithm. 

After that, we will find the distance of the selected instance with all the users who rated selected 

movie. Then, we will select top k users that are nearest to the query instance as its neighborhood. 

Lastly, we calculate the averages of ratings of the users form this neighborhood. 
 

4. Expected Results 

Netflix company offers a service that makes predictions about its users' movie taste and aims to 

recommend a movie to them. These predictions are based on the historical ratings of users for the 

movies they have watched. By 2006, they had a working algorithm called Cinematch, which 

were giving pretty good results (75% accuracy) for this purpose. But the company decided to 

make it better. To accomplish this they set up an open competition with a $1.000.000 prize.[4] 

An algorithm by BellKor team managed to advance this accuracy by 10% and took the prize.[5] 

So in the end of our work we are planning to do our experiments and compare them with the 
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current Netflix solution. Hopefully we are aiming to achieve close or maybe better results than 

theirs. 

5. Conclusion 

Recommendation systems are a growing trend that provides content for us by looking at certain 

factors including what other people are doing as well as what we are doing. The basic algorithm 

of collaborative filtering is to compare the trends in how we rate movies to those of other people. 

In this project we are aiming to implement a recommendation system so called OMRES that is 

based on k-NN approach. Afterwards, we will compare our result with the results of the 

competition which organized by Netflix. Consequently, we propose a movie recommendation 

system, OMRES that we will implement and compare the results of it with other 

recommendation systems. 
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