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• Social services

• rapid growth

• mass adoption

• Twitter

• microblogging service

• messages up to 140 characters

• As of June 2012 [1]

• more than 517 million users

• generating billions of tweets per month
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• Various use cases [2]

• daily updates

• conversations

• information sharing

• news reporting

• commentary on news and events

• Valuable source of data

• public opinion on products, services etc.

• details about recent events, emergencies with geographical information [3]

Tweets as Data Source
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• 1,392,556 tweets gathered

• 696,278 positive and 696,278 negative

• Emoticons as (noisy) labels

• :), ;), :D, :)) etc. for positivity

• :(, :’(, :(( etc. for negativity

• Data characteristics

• average length 61 characters, 8 words

• tweets from publicly accessible profiles

• between April 13, 2013 and April 20, 2013

Methodology
Gathering Data
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• tweet as bag-of-words

• a set of steps applied in terms of feature reduction

Methodology
Feature Reduction
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Reduction Step Feature Size Percent of Original

None 1,619,858 100.00%

Emoticons 1,498,479 92.50%

Usernames 1,117,533 68.98%

Links 1,027,994 63.46%

Hashes 1,016,681 62.76%

Other Reductions 598,782 36.96%

Stemming 150,696 9.30%



• Naive Bayes (NB) [4]

• simple and reasonable in terms of performance

• assumes features are independent

• Maximum Entropy (ME) [5]

• similar to Naive Bayes

• no assumption on feature independence

• Support Vector Machines (SVM) [6]

• universal learners

• ability to learn independent of feature space size

Classification
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• Test Data

• manually marked 143 negative, 125 positive tweet

• Accuracy around 80%

• similar to [7]

• less than [6] (reported 90%)

Evaluation
Classification Accuracies
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Min. Frequency NB ME SVM

1 79.1% 81.7% 79.4%

2 78.7% 81.3% 79.4%

3 78.7% 80.6% 79.4%

4 78.4% 80.6%

5 78.4% 79.9% 77.6%



• Use of language

• casual

• contains grammatical mistakes

• Labels

• emoticons

• Stemming

• specific stemming approach

Evaluation
Limitations
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• Web application

• Turkish and English (Python NLTK API)

• analysis on different result types

• recent tweets

• popular tweets

• mixed

• specifying location via Google Maps API

• Demo (link)

Tool
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http://locandfeel.herokuapp.com/
http://locandfeel.herokuapp.com/


• Vast usage of Twitter

• tweets as valuable data sources

• Emoticons as label for training data

• more than one million tweet collected

• cleaned and refined via feature reduction steps

• classified with three different Machine Learning algorithms

• achieved 80% accuracy

Conclusion
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