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Introduction

• Model
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abstraction of the retrieval task itself

probabilistic sence, 
an explanatory model of the data

Predict the probability of the next word in 
an ordered sequence

Introduction

• Term  frequency
• Document frequency
• Document length statistics

   integral part of the  model, 
   but not used heuristically
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Model Description

• Aim is to estimate p( Q | Md ), probability of 
the query given the language model of 
document d.

• They define maximum likelihood estimate of 
the probability of term t
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Model Description

• For non-occuring terms instead of taking 
Pml=0, they take cft / cs

• For the situations that arbitrary sized sampled 
data, maximum likelihood estimator could be 
reasonably confident.  To estimate larger 
amount of data:
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Model Description

• They define risk as

• They define p(Q | Md) as
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Results

• They performed recall / precision experiments 
on two data sets
– TREC topics 202-250 on TREC disks 2 and 3, TREC 4 

ad-hoc task
– TREC topics 51-100 on TREC disk 3 using concept 

fields.

• Implementation is done using Labrador 
information retrieval engine.
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Results

• On the eleven point recall/precision:
– The language modeling approach achieves better 

precision at all levels of recall. 
– Most of the improvements are statistically 

significant according to Wilcoxon test.
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