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Motivation

 Text clustering algorithms have importance to provide better

document organization.

 Traditional one is «bag of words» (BOW).

 Looks frequencies of terms in a document.

 Ignores the semantic relationships between

key terms.

 While clustering, BOW does not reflect the distance

of two documents accurately.

 Finding an accurate distance measure is crucial to

improve text clustering.



Related Works
 Buenaga Rodriguez et al. [1] and Hotho et al. [2]

integrated the WordNet resource to categorize

documents

 WordNet groups English words into sets of synonyms

called synsets

 However, it has limited coverage and

disambiguation is not enough

 Gabrilovich et al. [3] apply feature generation using Wikipedia

 Background knowledge based features helps

 Wikipedia has less noise data

 They don’t use the relations in Wikipedia such as hyponym and synonym.

[1] M. de Buenaga Rodrıguez, J. M. G. Hidalgo, and B. DıazAgudo. Using WordNet to complement training information in text categorization.
[2] A. Hotho, S. Staab and G. Stumme. Wordnet improves text document clustering.
[3] E. Gabrilovich and S. Markovitch. Feature Generation for Text Categorization Using World Knowledge. 



1. Wikipedia Thesaurus

 A concept thesaurus is created based on 

Wikipedia’s semantic relations such as,

 Synonym

 There is only one article for each concept. (US,USA)

 Polysemy

 Lists all possible meanings for a term. (Puma)

 Hypernym

 Each article can belong more than one concept.

 Associative relations

 Relatedness of hyperlinks within articles.

Methodology



 Traditional Text Similarity Measure:

 Extract BOW representations,

 Look similarity. Articles are similar, if they share common terms.

 Calculate 𝑆𝑇𝐹𝐼𝐷𝐹.

 Traditional Text Representation Enrichment Strategies:

 Previous ones enriched with text representation with external resources

 Wordnet and Open Directory Project

 Generates new features (synonym or hypernym)

 Appends to original document and constructs new vector.

Methodology

2. Improving Text Clustering using Wikipedia 

Thesaurus



 Map terms in documents to Wikipedia concepts.

 Building phrase index

 Enriching Similarity Measure with Hierarchical Relation:

 Each concept can belong one or more categories:

 𝑐𝑎𝑡𝑒𝑐 = {𝑐𝑎𝑡𝑒𝑐1, 𝑐𝑎𝑡𝑒𝑐2, … , 𝑐𝑎𝑡𝑒𝑐𝑚}

 Similarity is:

 S = 1 − α 𝑆𝑇𝐹𝐼𝐷𝐹+ α𝑆𝑐𝑎𝑡𝑒

 Synonym and Associative Relation:

 𝑎𝑠𝑠𝑜𝑐 = { (𝑐𝑟1, 𝑤1), (𝑐𝑟2, 𝑤2),…} where 𝑐𝑟1 is the related concept and 𝑤1 is 
relatedness.

 Similarity is:

 S = 1 − β 𝑆𝑇𝐹𝐼𝐷𝐹+β𝑆𝑎𝑠𝑠𝑜

 Combination of them:

 𝑆𝑐𝑜𝑚𝑏 = 1 − α − β 𝑆𝑇𝐹𝐼𝐷𝐹 + α𝑆𝑐𝑎𝑡𝑒+β𝑆𝑎𝑠𝑠𝑜

Proposed Method



Outcomes

 Purity measure is applied.

 Three baselines are used.

 K-Means with traditional text document similarity measure (Base 1)

 K-Means with document representation (Gabrilovich’s version) (Base 2)

 K-Means with text document representation (Hotho’s version) (Base 3)



Opinions

 Their work is useful for clustering documents since,

 It does not look only the frequency but also the semantics

 They use Wikipedia which has a good coverage and semantic

relations

 They have good results compared to other methods.


