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SUMMARY 

Most existing multimedia search and browsing systems allow users to utilize manually annotated keywords 

(at the semantic level) and/or low-level visual features for annotation and indexing. Great challenges still remain 

in automatically building connections between low-level features and semantic attributes, such as objects, 

people, and places. In order to narrow that gap, this paper proposes a method for automatic extraction and 

labeling of meaningful image objects using “learning by example” and threshold-free multi-level image 

segmentation. The proposed approach scans through images, each of which is pre-segmented into a hierarchical 

uniformity tree, to seek and label objects that are similar to an example object presented by the user. By 

representing images with stacks of multi-level segmentation maps, objects can be extracted in the segmentation 

map level with adequate detail.  The proposed method provides an effective approach for automatic content 

analysis for object based image description and labeling. Experiments have shown that the proposed multi-level 

image segmentation results in significant reduction in computational complexity for object extraction and 

labeling (compared to single fine-level segmentation map) by avoiding unnecessary tests of combinations in 

finer levels. The multi-level segmentation based approach also achieves better accuracy in detection and labeling 

of small objects.   
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ABSTRACT 

We propose a method for automatic extraction and labeling of semantically meaningful image objects using “learning 

by example” and threshold-free multi-level image segmentation. The proposed method scans through images, each of which 

is pre-segmented into a hierarchical uniformity tree, to seek and label objects that are similar to an example object presented 

by the user. By representing images with stacks of multi-level segmentation maps, objects can be extracted in the 

segmentation map level with adequate detail. Experiments have shown that the proposed multi-level image segmentation 

results in significant reduction in computation complexity for object extraction and labeling (compared to a single fine-level 

segmentation) by avoiding unnecessary tests of combinations in finer levels. The multi-level segmentation based approach 

also achieves better accuracy in detection and labeling of small objects. 

Keywords: Object-based image labeling, Multi-level segmentation, Hierarchical content description, Learning by 

example. 

 

1 INTRODUCTION 

Early multimedia search, browsing and retrieval systems employed text based image annotation and indexing. Two 

major difficulties were encountered with text based approaches: First, manual annotation, a necessary step for these 

approaches, is labor intensive and becomes impractical when the multimedia collection is large. Second, key word 

annotations are subjective, the same image/video may be annotated differently by different human observers.  
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To overcome these difficulties, multimedia applications started to allow users to utilize low-level visual features, such as 

color, texture, shape, and motion for indexing (see [1, 2, 3, 4] for recent surveys). Examples of such systems include: 

Trademark system [5]; QBIC [6]; Photobook [7]; VisualSEEK [8]; WebSEEK [9]; Chabot [10]; Illustra/Virage [11]; 

FourEyes [12]; MARS [13]; RetrievalWare (from Excalibur Technologies) [14]. Recent work also addressed integration of 

semantics into such systems using relevance feedback [25, 26, 27, 28]. However, great challenges still remain in bridging 

the gap between low-level image features and semantic attributes, such as objects, people, and places [1, 29]. While these 

concepts come naturally to human observers, they pose a significant challenge to automatic information processing systems. 

As pointed out by [30], virtually all the proposed systems utilize only low-level representations that have limited semantics. 

In order to narrow down this so-called “semantic gap” between the low level features and semantic abstraction, object-

based content analysis, which performs semantically meaningful object segmentation on images, is an essential step.  

Although there are a large number of image segmentation techniques available in the literature [15], semantically 

meaningful and accurate visual object segmentation remains as a difficult task. Without additional source of knowledge, 

automatic image segmentation based on low-level image features is unlikely to succeed in extracting semantic objects in 

generic images. From the perspective of image processing, automatic image segmentation computes local regions that are 

“homogenous” with respect to one or more low-level features, e.g., color, texture, according to some similarity measure. 

There are two problems with these methods: i) Homogeneity of low-level feature values may not correlate well with 

semantic meaning. For example, a semantic object may contain multiple colors and/or multiple motions. ii) The degree of 

homogeneity of a region is generally quantified by one or more threshold values for a given measure [16, 17, 18, 19]. 

However, selection of appropriate threshold values for the desired degree of homogeneity is generally application 

dependent. Therefore, it is difficult to design generic segmentation schemes that can extract semantic objects from images.  

Recognizing the importance of bridging “the semantic gap” in object-based image labeling, this paper proposes the 

following novelties:  

• Hierarchical content labeling and learning by example: We present in Section 2 a hierarchical content representation 

and the concept of learning by example based on color and shape cues that we initially proposed in [20] to 

automatically extract semantically meaningful visual objects. Hierarchical content trees are used to represent objects as 

composite nodes in the higher levels of the content trees, where image regions with uniform color or texture form the 

lowest level leaf nodes. 
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• Threshold-free multi-level segmentation: Rather than trying to achieve a single low-level segmentation map based on 

certain threshold values, in Section 3 we propose a threshold-free multi-level segmentation method to generate a stack 

of segmentations, which are ordered in a tree, called a uniformity tree. The closer we approach the top layer, the less 

the number of regions (which represent coarser detail) in the segmentation map.  

• Optimized top-down search (for labeling) within a uniformity tree: Section 4 addresses some of the problems 

encountered in the implementation of the proposed learning by example method with a single layer segmentation, and 

proposes an optimized top-down search strategy based on multi-level segmentation to solve these problems.  

Section 5 demonstrates the proposed concepts and provides a performance comparison between single and multi-level 

segmentation schemes. Conclusions are drawn in Section 6. 

2 HIERARCHICAL CONTENT LABELING AND LEARNING BY EXAMPLE 

We propose a region-based hierarchical image content description represented by a "scene graph” which consists of an 

object-region tree and an adjacency matrix [20, 21]. The object-region tree indicates the containment relationships between 

semantically meaningful objects, and image regions with uniform color or texture or other low-level image features. The 

adjacency matrix [20, 21] captures the spatial relationships between these low-level image regions.  In this section, we first 

define such a hierarchical content representation that captures semantically meaningful object-based content structures in an 

image. We then present a procedure for automatic generation of the object-region tree through learning by example.  

2.1 Hierarchical Content Representation 

Let N denote the number of regions in the low-level image segmentation map, and L represent the number of levels 

within the object-region tree. The root node I of the tree, at level l = 1, corresponds to the whole image. Each leaf 

node )(lR p
i  (also called elementary node) represents a homogeneous image region with uniform color or texture as 

indicated by the image segmentation map, where p, l and i denote the parent node index, the level of the tree {l = 1…L}, and 

the leaf node index {i = 1…N} within level l, respectively. Furthermore, an intermediate node (also called composite node), 

denoted by )(lO p
k  represents a semantic object, where k = 1,…, Ml is the index for objects in the lth level and Ml denotes 

the number of nodes within level l. For example, the root node I can also be represented as )1(0
1
=

=
p

kO indicating that it is at 

level l=1, it has no parent (p=0), and it is the first node within that level (k=1). On the other hand, the adjacency matrix 

A={aij} is such that  
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The hierarchical object-region tree is illustrated in Figure 1. Figure 1b displays a low-level color segmentation map for 

the image shown in Figure 1a. In Figure 1b, there are N=8 separate regions, which are represented by elementary nodes in 

Figure 1d. The node I (also noted as )1(0
1O ) represents the parent node, as indicated by p=1, for the elementary 

nodes )2(1=p
iR  {i=1…N} at level l=2 in the content tree (see Figure 1d). Figure 1c shows the adjacency matrix for the 

segmentation map in Figure 1b. Figure 1e shows a "car" composite node )2(1
1O in the parent-child relationship tree. Note 

that this composite node has the root node as its parent, and the elementary nodes i=1 through 7 as its children. 

The construction process of such hierarchical content representation starts from a low-level segmentation, such as color 

or texture based segmentation. Initially, the object-region tree consists only of root and elementary nodes. Elementary 

nodes are automatically constructed based on the low-level segmentation map with each node denoting a uniform region in 

the segmentation map. Composite nodes consist of groupings of elementary nodes or other composite nodes, hence the 

concept of hierarchical content description. Construction of higher level nodes with appropriate labeling usually requires 

either user interaction or learning from previous search patterns (learning by example). We describe a method for 

generation of composite nodes through learning by example in Section 2.3. Both elementary and composite nodes are 

associated with certain features and descriptors. For example, the mean color can be used for an elementary node while a 

composite node can be more accurately described by a color histogram when an object consists of parts with different 

colors.  

2.2 Visual Content Matching and Similarity Measures 

The proposed hierarchical content representation and labeling of composite nodes enables two types of visual queries: 

low level queries at the region level and high level queries at the semantic object level. High level queries are possible only 

if the representation of the images has composite (intermediate) nodes. Otherwise, only low-level queries will be allowed to 

match the query template to all neighboring combinations of elementary nodes in a given image. A procedure for formation 

and labeling of composite nodes is described in the next subsection. Here we discuss color and shape similarity measures.  
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2.2.1 Color Similarity Matching 

Since elementary nodes generally correspond to regions with uniform color, we quantify color similarity between two 

elementary nodes by the distance between the mean colors of corresponding regions. However, to measure color similarity 

between two composite nodes or between a template and a combination of elementary nodes, we employ the histogram 

intersection method proposed by Swain and Ballard [23]. If T and O denote the color histograms of the query template and 

selected composite node or grouping of elementary nodes respectively, their histogram intersection is defined as [23] 

∑

∑

=

==
n

j
j

n

j
jj

T

TO
TOH

1

1
),min(

),(  

where we assume both histograms contain n bins. Note that 0< H(O,T) <1, where H(O,T)=0 indicates no match. We say a 

match is established between the query template and combination of elementary nodes if the histogram intersection H(O,T) 

is between a user specified color threshold tc ( 0<tc<1) and 1. While this similarity measure is fairly simple, it is remarkably 

effective in determining color similarity between images of multi-colored objects. 

2.2.2 Shape Similarity Matching 

We employ a region-based shape matching approach, where each region or combinations of neighboring regions 

(corresponding to elementary or composite nodes) constitute “potential” objects. The goal is to locate all translated, rotated 

and scaled instances of a template within a given image. The steps of our shape matching procedure can be summarized as 

follows [22]. First, the boundary of the query template, as well as each potential region or group of regions within the 

segmented image is approximated by B-splines. The joint points of the B-splines represent the boundary of the template and 

potential database object.  A modal shape description [22, 24] is then employed to establish correspondences between the 

template boundary points and those of the potential object. These correspondences are used to compute affine parameters, 

which, in turn, are employed to map the image onto the template domain. Finally, the Hausdorff distance between the 

template contour and that of the mapped region or group of regions under investigation is computed to determine their 

similarity. The ultimate outcome is a table where each region or group of regions is given a similarity measure to the 

template under consideration. This table is normally arranged in increasing order from the most similar region or group of 

regions, as indicated by the smallest Hausdorff distance, to the least similar. Those regions or grouping of regions with a 

Hausdorff distance below certain given or user specified shape threshold ts are pronounced as “similar” matches. 
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2.3 Object Extraction and Labeling through “Learning by Example” 

In the context of this work, “learning” refers to storing frequently occurring combinations of regions, which correspond 

to meaningful objects, in the form of composite nodes with specific indexing and labeling information attached. We 

demonstrate the concept of “learning by example” by a specific example. Consider the situation where a user is interested in 

labeling all images that contain “red cars”, and the user provides an example template, say a “red car,” and the attributes to 

be used in similarity matching are “color” or “shape”. Given that the hierarchical content tree descriptions of all images 

already exist, our approach then attempts to match the query template with the hierarchical content tree of all images using a 

top-down approach. If an image has not been labeled using this query template before, then, the search must consider all 

combinations of neighboring elementary nodes to determine if a match satisfying the user specified threshold (tc or ts, for 

color or shape) could be identified. If a match is established, then we form a composite node containing the matching 

combination of elementary nodes, information about the query template, and the similarity measure between them. This 

composite node, which is labeled as a match of “red car” template, would also contain, from this point on, the appropriate 

color and shape attributes of the “red car.” This process constitutes a learning step that would not have taken place had we 

not performed the match. As a result, subsequent searches using the same query template and a similarity threshold tc (for 

color) or ts (for shape), which is tighter than the stored similarity measure, would immediately identify the composite node 

as a match using its shape and/or color attributes without the need to process all lower level nodes. 

2.4 Computational Complexity of the First-Time Search Using Adjacency Matrix 

The first-time low-level search for a given object attempts to match the query template to all valid combinations of 

elementary nodes in a given image. We now provide an analysis of the computational complexity of the first-time search, 

where valid combinations are defined as those combinations of nodes that correspond to neighboring regions in the image. 

Given an image that can be described by a complete graph [21] with N elementary nodes, corresponding to the elementary 

regions, and J links corresponding to neighboring relationships, the maximum number of possible links is J=N(N-1)/2. For a 

complete graph (worst case scenario), where all elementary nodes are interconnected, the maximum number of 

combinations that need to be examined is given by: 

C =
N!

k!(N − k)!k =1

N

∑ =
N
k

 
 
  

 k =1

N

∑ = 2N −1 
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However, in general, the actual neighboring relations in images are local, and the “scene graph” can be modeled by a 

planar [21] instead of a complete graph. Therefore, the maximum number of links is J = 3N-6, instead of N(N-1)/2, yielding 

a much smaller set of valid combinations compared with the above worst case analysis. The algorithm given in Procedures 

2.1 and 2.2 provides an iterative approach to generate valid combinations of neighboring elementary nodes in a given image 

from the adjacency matrix. Instead of testing all the combination of elementary nodes, this approach has greatly reduced the 

computational complexity of the first-time search of an object by avoiding testing invalid combinations.  

Procedure 2.1: Generate all valid combinations that are subset of {1, 2…N} 

For each node M from 1 to N 

 Generate valid sets that are subset of (M, M+1…N) 

Procedure 2.2: Generate all valid combinations that are subsets of {M, M+1…N} 

If M=N return {N} 

For each node K from M+1 to N 

If adjacent (M, K)==True 

  Make the adjacency matrix for nodes (K, K+1… N); 

Call the procedure2.1 to generate all valid sets that are subsets of (K, K+1… N); 

Generate valid combinations by combining M and each of the valid sets above; 

In the above procedures, each number represents an elementary node in the initial content tree of the given image.  

2.5 Advantages of the Hierarchical Content Tree 

The hierarchical content tree provides a significant reduction in the number of combinations to be tested during 

subsequent searches after the initial labeling process is completed. For example, in Figure 1, any subsequent search for cars 

in the image, where a “car” object has been captured in a composite node, does not have to consider the combinations of 

elementary nodes that are “beneath” the composite car node, thereby significantly reducing the number of valid 

combinations to be tested [20]. 

Another advantage of the hierarchical content tree is that the composite nodes provide semantic object annotation 

(formation) without user intervention. For example, the composite node in Figure 1(e) captures the “car” object within the 

scene, which represents a level of semantic knowledge [20].  
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3 THRESHOLD-FREE MULTI-LEVEL SEGMENTATION  

The object labeling through learning-by-example (see Section 2) assumes availability of a low-level image segmentation 

map to start from. However, the computation of a single segmentation map with an appropriate amount of granularity is a 

difficult problem as discussed below in Section 3.1. For this reason, the remainder of this section proposes a multi-level 

segmentation algorithm that is threshold-free. The integration of this multi-level segmentation with the learning-by-example 

framework (Section 2) is discussed in Section 4. 

The proposed scheme generates a stack of images, which will be ordered in a uniformity tree. Each level of the 

uniformity tree is essentially a segmentation map of the image with a certain level of granularity. The top level of the 

uniformity tree is the coarsest. It consists of a single region that contains all the pixels of the whole image. On the other 

hand, the bottom level is the finest, where a single pixel could be a region.  

3.1 Motivation for Multi-level Segmentation  

In the learning by example framework (Section 2), some difficulties exist with the low-level image segmentation. Those 

are as follows:  

• Over-segmentation or under-segmentation: Single level segmentation methods commonly result in either over-

segmentation or under-segmentation because of lack of generic segmentation criteria and measures. The main problem 

with over-segmentation is the presence of too many small regions in the final segmentation map. Because every 

possible combination of neighboring regions has to be checked in the first-time search of an object, this will increase 

the computational complexity of the first-time search considerably. On the other hand, the difficulty with under-

segmentation is that the accuracy of the segmented objects may not be satisfactory. Different objects may be merged 

with each other or with portions of the background resulting in inaccurate labeling. 

• Objects are in different scale: Objects in images can be in very different scales. Hence image segmentation 

procedures, using single size criteria to remove small regions, could lead to smaller objects with small region size being 

accidentally merged to larger neighbors, e.g. “eaten” by big neighboring objects with large region size.  

Given these problems, we propose a threshold-free multi-level image segmentation approach for low-level image analysis to 

yield “uniformity trees” as the basis for the learning by example framework. Instead of generating a single segmentation 
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map for a given image, multiple segmentation maps are generated for any color image forming the uniformity tree that will 

be used in similarity searching.  

3.2 Multi-level Segmentation Algorithm 

The following procedures describe the bottom-up process of the multi-level segmentation process. The main idea is to 

merge the most similar regions in a lower level segmentation map resulting in a higher level (coarser) segmentation map. 

The algorithm starts with the original image that forms the bottom level (finest) and repeatedly merges the most similar 

regions to form the intermediate levels until it reaches a single region at the top level. The measuring of the similarity 

depends on the feature selected. In this work, color is adopted as the measuring feature.  

Initialization: 

Find the initial homogeneous regions 

For each pair of neighboring regions A and B 

Compute the distance d(A,B) between A and B according to the selected similarity criteria 

Insert d(A,B) into the distance list 

Merging: 

Repeat  

Find the region pair with the minimum distance 

Merge the regions A and B 

Update the distance list 

Until a single region is obtained 

By using the above algorithm, it is possible to generate a stack of images IM,…,I1, starting from the initial 

homogeneous regions and iteratively combining the regions in the image Ij-1, from the regions of image Ij. Let {Rij}, 

i=1,…,Nj, be a set of regions at level j, the image at level j can be represented as a mutually exclusive and collectively 

exhaustive set of regions as 

MjRI
jN

i
jij ,,1

0

LU ==
=
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Note that a homogeneous region may consist of a single pixel if the colors of all its neighboring pixels are not “most 

similar” in the palette. Also, note that for any m in {1,…,Nj}, an n exits in {1, … ,Nj-1} so that  Rm j ⊂ Rn j-1 is true for any j in 

{2,...,M}. 

The distance list contains the color distance between any two regions in the segmentation map at the current level. The 

step of updating the distance list is performed by removing the values corresponding to the distances between colors of the 

regions that were merged, as well as adding the new values of color distances between the merged region and its neighbors 

in the new level segmentation map. After each merging step, the size of the distance list decreases by at least one since at 

least one color distance between two merged regions is removed. It is possible to have multiple region pairs that possess the 

same color distance. In our current algorithm, we choose one of those pairs randomly to merge. Although all of these region 

pairs can be merged in a single step, we prefer to merge one pair a step since it simplifies the merging process.     

3.3 Uniformity Tree 

A uniformity tree consists of all the segmentation maps for a given image generated by the multi-level segmentation 

algorithm. By stacking all the segmentation maps in the reverse order of which they are generated, each level of the 

uniformity tree provides a representation of the given image with different granularity. As seen in Figure 2, the lowest, i.e. 

the finest, level of the tree could be the original image itself, where each pixel is a single region, and the highest, i.e. the 

coarsest, level of the tree, is a segmentation map with only one region containing all the pixels in the image. As such, the 

uniformity tree does not only eliminate the need for an explicit threshold for the segmentation, but also provides a “coarse” 

to “fine” representation of the given image. An example of multi-level segmentation is shown in Figure 3. 

3.4 Merging Process 

Given a segmentation map in the uniformity tree, two neighboring regions A and B in 4-neighborhood are merged to 

produce a new region R in the higher level of the uniformity tree, if they are the most similar regions in the lower level 

according to the selected similarity feature. Let d(A,B) be the similarity distance between region A and B based on the 

selected similarity feature,  mathematically this process is equivalent to: 

If  d (A, B) < d(M, N) for all (M, N)  

Then   R=A∪B 
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where M, N are the two different regions in the given segmentation map and R is a single region in the segmentation map at 

the level above. 

3.4.1 Similarity Feature 

In this work, we use color as the similarity feature and propose five different methods in the next subsection for merging 

the regions. In all these methods, L*a*b color space is adopted for its inherited merits in overcoming undesirable effects 

caused by varied lighting conditions and achieving more robust an illumination invariant segmentation. To this effect, we 

compute the Euclidean distance in the L*a*b color space as the similarity distance between two regions. Given two colors 

(k, l) in the color palette of the image, the distance is computed as  

  )l - (k   )l - (k  )l - (k  l)E(k, 2
bb

2
aa

2
LL ++=  

The simplest method is to assign a color to each region and then find the distance between the regions using the above 

Euclidean color distance, i.e.   

d(A,B) = E(CA, CB) 

where CA and CB represent the colors of region A and B respectively. Two neighboring regions A and B form a new region 

R, if they have the closest colors with respect to the Euclidean distance in L*a*b color space. In other words, the two 

neighboring regions are merged into a new region if the Euclidean distance between their colors has the smallest possible 

value in the corresponding segmentation level. This scheme is called as “the closest colors in the same neighborhood”. 

Instead of using a single color as the similarity feature, as proposed by Deng et al in [18], each region can also be 

represented by its color codebook that keeps all the colors and the frequencies of the color in the region. Given an image 

region A, the codebook can be described as  

{(Ca, Pa) | 1 ≤ a ≤ Na}  

where Na corresponds to the number of colors in the codebook for the region, Ca is the ath color in the codebook of region A 

and Pa is the occurrence frequency of Ca.  
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3.4.2 Region Merging Methods  

In this work, five different methods using the two above similarity features have been studied for the step of region 

merging. In the first two methods, regions are represented by single colors and “the closest colors in the same 

neighborhood” scheme is used to merge the regions. The two differ only in the way of assigning color for the new region. 

Method 3 uses color codebooks as the similarity feature and regions with the most similar color codebook are merged. In 

the remaining two methods, the sizes of the regions are weighted in using their color features to determine regions to be 

merged, where single color and color codebooks are adopted as the color feature in method 4 and 5 respectively.  

Method 1: Dominant Color 

“The closest color in the same neighborhood” scheme is used. In particular, the dominant color is computed for each 

region and the similarity distances are calculated based on the dominant colors. Regions with the most similar dominant 

colors in the given level are merged into a new region. 

d(A,B) = E(CA, CB) 

where CA and CB represent the dominant color of region A and B respectively. The color of the new region is found by 

computing the dominant color in the new region. 

Method 2: Color of the larger region 

“The closest color in the same neighborhood” scheme is used. Initial regions have single homogeneous colors. After 

merging step, the color of the larger region is assigned as the color of the new region. 

Method 3: Closest Color Codebooks 

The distance between two neighboring regions A and B is computed using the color codebooks as:  

d(A,B) = ∑ 1≤a≤Na D[(Ca, Pa),B] + ∑ 1≤b≤Nb D[(Cb, Pb),A] 

where 

D[(Ca, Pa),B] = |Pa – Pb | . E (Ia, Ik ) 

and k is the closest color to Ca in B and computed by  

k = argmin 1 ≤ b ≤ NbE(Ca , Cb ) 

For each color in A, its closest color in B is found and their distance is calculated as D[(Ca, Pa),B], where the color 

frequencies are used as weighting factors.  
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Method 4: Color and Size 

Given region A and B, where the size of A is smaller than the size of B, the distance is computed as: 

d(A,B)  = E(Ca, Cb). S(A)  

where E(Ca, Cb) is the Euclidean distance between color Ca and Cb and S(A) is the size of the smaller region. 

Method 5: Color Codebook and Size 

Given two regions A and B, where the size of A is smaller than the size of B, each color in A is replaced by its most 

similar color k in B, which is found by 

k = argmin 1 ≤ b ≤ NbE(Ca , Cb ) 

Then, the similarity distance between the two regions is computed as: 

d(A,B) = ∑ 1≤a≤Na E(Ca, Ck), Pa 

The codebook of the merged region is computed by updating the frequency of the color k in the codebook of B with (Pk 

+Pa). 

Figure 7 provides a comparison of the above methods by showing the errors produced in the merging step. Error is 

computed as the sum of differences between the original and assigned color after the merging of all individual pixels. As 

seen from the figure, methods 1 and 3 have very similar errors, i.e. assigning dominant color and assigning a new color 

codebook gives similar results. That is also the case for method 4 and method 5 except that larger regions have dominancy. 

Therefore, assigning a single color can be adopted for efficiency purposes. In our work, Method 5 is selected for merging 

the regions, since larger objects are more sensitive to human eyes and deserve some dominancy in the merging process. 

4 OPTIMIZED SEARCH WITH MULTI-LEVEL SEGMENTATION  

This section integrates multi-level segmentation with the hierarchical content tree representation to improve both the 

speed and accuracy of object labeling. The first-time search of an object will now be performed using the uniformity tree 

from the coarsest to the finest level.  The coarser levels of the uniformity tree contain under–segmented layers, whereas the 

finer levels contain over-segmented layers. In this way larger objects can be found at the coarse levels with high speed, and 

smaller objects can be found at the fine levels with high accuracy as desired. 
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4.1 Optimized Search Using the Uniformity Tree 

As described in the previous section, the construction of the uniformity tree is a bottom-up process, where a coarser 

level of the segmentation map is constructed from the finer level by merging neighboring regions with the most similar 

colors. However, when we search for an object, we perform the matching, using the uniformity tree, in a top-down fashion. 

We attempt to find the given object in the coarsest level possible to avoid testing unnecessary combinations at the finer 

levels. 

The initial search of an object is performed by testing every valid combination of the elementary nodes, which 

correspond to uniform regions in a segmentation map in each level of the uniformity tree. From the construction process, we 

know that there are redundancies in region combinations at different levels. The redundancies lead to unnecessary tests of 

regions at the finer level that have already been tested as different combinations at coarser levels. It is obviously helpful to 

reduce the computation complexity by avoiding these redundant tests in different levels of uniformity tree. With this in 

mind, we propose Procedure 4.1 as a searching strategy to avoid all the unnecessary tests in a small price of sets operations.  

Procedure 4.1: Search an object against a uniformity tree 

For level M= 1 to N 

 Call procedure 2.1 to generate the set of all valid combinations SM for segmentation map in level M; 

 In SM, find the set of all the combinations TM, each combination in which has an equivalent combination in SM-1; 

 Perform matching test against each combination in SM- TM; 

4.2 Computational Complexity of Search Using Multi-level Segmentation   

The complexity of the multi-level segmentation algorithm depends on the initial number of homogeneous regions. The 

size of the initial distance list (N) can be 4*(image size) in the worst case since we use 4-neighborhood. For each merging 

step, we have at most N iterations to find the minimum value and N iterations to update the distance list. Hence, at each 

merging step, the size of the list decreases by at least one. So, the complexity of the overall algorithm is O(N2). However, 

since the operations in the inner most iteration are relatively simple, the multi-level segmentation algorithm has a much 

lower complexity when compared to the sophisticated single level segmentation algorithm previously adopted for low level 

image analysis [20].  

We now analyze the computational complexity of searching the uniformity tree using the proposed procedure. First, 

let’s look at an illustrative example:  assume a uniformity tree only has two levels, with region R11 and R21 in the coarse 
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level and R12, R22, R32, R42 in the fine level respectively, where R11= R12∪R22 and R21= R32∪R42. For simplicity, it is also 

assumed that all the regions are inter-connected, therefore, the valid region combinations at the coarse and fine levels are:  

Coarse Level: 

{R11}, {R21}, {R11, R21} 

Fine Level: 

{R12}, {R22}, {R32}, {R42},  

{R12, R22}, {R12, R32}, {R12, R42}, {R22, R32}, {R22, R42}, {R32, R42}, 

{R12, R22, R32}, {R12, R22, R42}, {R12, R32, R42}, {R22, R32, R42}; 

{R12, R22, R32, R42} 

Note that {R11}, {R21} and {R11, R21} are equivalent to {R12, R22}, {R32, R42} and {R12, R22, R32, R42} respectively. By using the 

strategy in Procedure 4.1, the combinations {R12, R22}, {R32, R42} and {R12, R22, R32, R42}, will be skipped since they have 

already been tested at the coarse level. So the resulting combinations that will be tested in this example are: 

 {R11}, {R21}, {R11, R21}, 

 {R12}, {R22}, {R32}, {R42},  

{R12, R32}, {R12, R42}, {R22, R32}, {R22, R42} 

{R12, R22, R32}, {R12, R22, R42}, {R12, R32, R42}, {R22, R32, R42}, 

which are exactly the same as the complete combinations in the fine level.  

For a more common case with N levels of segmentation map in the uniformity tree, it is easy to prove that our 

searching procedure will perform exactly the same number of tests as if we test only the combinations in the finest level 

segmentation map. Assume in the worst case, we have N levels in the uniformity tree, and the number of regions in each 

level decrease by one. From the discussion in Section 2.4, in the worst case, the number of total combinations to search a 

single segmentation map in level m would be: 

Cm=2m-1 

Then the total number of combinations to be tested in searching the whole uniformity tree would be: 

12)12()12()12()(
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From the analysis above, the advantage of our searching strategy becomes more obvious, e.g. in the worst case when we 

have to search all levels of the uniformity tree, it is still equivalent to searching a single segmentation map at the finest 
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level. However, when a match is found at level N-k prior to reaching the finest level N of the uniformity tree, the total 

number of combinations to be tested will be: 
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−∑ kN
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which is much less than 2N-1, the total number of combinations in the finest level segmentation map.  

5 EXPERIMENTAL RESULTS 

Figures 3, 4, 5, and 6 demonstrate the results of our proposed multi-level segmentation and object based image labeling 

algorithms on real life images. All original color images are of RGB type, where each channel is quantized to 8 bits/pixel. 

In the multi-level segmentation experiments, all original images are converted to L*a*b* color space to initiate the 

construction of the corresponding uniformity trees. The attributes used for matching in the image labeling experiments are 

“color” and “shape” using the corresponding similarity measures discussed section 3. The segmentation maps are shown in 

color for reader’s convenience. 

5.1 Multi-Level Segmentation 

Figure 3 demonstrates the multi-level segmentation process on a “car” image, where we have focused specifically on the 

construction process of the uniformity tree. The original image is shown in Figure 3a. It possesses 10,000 regions and has 

been marked by a level label of 10,000. Figures 3b through 3i show intermediate stages of the uniformity tree with their 

level and region count indicated directly beneath them. It should be noted that the level label decreases as we progress from 

3a to 3j indicating that the segmentation possesses less and less regions. Finally, Figure 3j shows the last phases of the 

construction of the uniformity tree, with the image containing only two regions. Notice in this level, the “car” object has 

been completely separated from the background, thereby simplifying the shape matching process significantly as can be 

seen later in Section 5.2. Similar results are observed in Figure 4, where the multi-level segmentation process has been 

applied to “mountain” and “portrait” scenes respectively.  

Besides demonstrating the construction of the uniformity tree, Figures 3 and 4 outline the benefits of the multi-level 

segmentation in reducing the computational complexity of the initial search for a given object. For instance, consider the 

situation where the user is searching for “cars” in images using the “shape” attribute. By traversing the uniformity tree and 

beginning at the least regions level, our proposed approach will test far fewer combinations to extract the car than an 
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approach with a single segmentation map that contains a certain number of regions. In the case of Figure 3j, the match will 

be obtained at the very first level, where the shape similarity matching approach will test only 1 combination. 

5.2 Object Extraction and Labeling Experiments 

Figures 5 and 6 demonstrate our proposed techniques on several images using the “shape” and “color” attributes, 

respectively. Figure 5 is made up of four car images suitable for shape matching queries, while Figure 6 contains four 

portrait images selected for color matching queries. The query example template is shown at the top of each figure. In each 

Figure, we show (a) the original image,  (b) one level of the segmentation map in the uniformity tree, (c) the query by 

example results obtained by searching the original image, and (d) the resulting hierarchical content tree with the composite 

node labeled from the learning process. The segmentation level shown in (b) is the one where a match has been established 

as the search traverses the uniformity tree to finer and finer resolutions. 

 While the hierarchical content description scheme and the learning concept provide the basis for automatic content 

analysis for object based image labeling, Figures 5 and 6 clearly demonstrate the benefit of applying the multi-level 

segmentation. By providing “coarse” to “fine” segmentation levels that can be searched in a top-down fashion, the multi-

level segmentation significantly reduces the number of tested combinations in labeling for a given object within a scene. 

5.3 Performance Evaluation 

Table 1 provides a summary of the performance evaluation of our proposed algorithms based on the object search and 

formation tests described in Section 5.2. In the table, we show two groups of results. The first set documents our search 

results using only a single segmentation level. The number of regions found within the segmentation map, and the number 

of potential first search for labeling and subsequent search combinations after the object has been labeled are also shown for 

comparison. Note that the number of combinations tested for a successful match is significantly reduced between the initial 

search and any subsequent search for all images due to the formation of the composite node in the hierarchical content tree. 

On the other hand, the second set captures the search results obtained by utilizing our proposed top-down search strategy 

against the uniformity tree obtained from the multi-level segmentation. For each image, we show the segmentation level 

where a match has been established and the number of regions found within, the actual number of combination tested in the 

initial and subsequent searches for the “car” and “face” objects. Note that the number of combinations tested between initial 

and subsequent searches is reduced in a similar fashion to the single level segmentation due to the hierarchical content 
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representation. More importantly, the number of initial combinations tested is significantly reduced when comparing the 

single and multi-level segmentation results due to the presence of the multi-level segmentation maps.  

5.4 Image Labeling Experiment on a Larger Dataset 

To further test the performance of the proposed methods for object based image labeling, experiments were performed 

on a larger dataset containing about 200 color images using multiple object templates. Rather than using pictures taken by 

researchers in a special setup, most of the images were collected from the internet or other sources and were taken by 

unknown authors. Figure 8(a) provides a subset of the image database (20 images) numbered from one to twenty in a raster 

scan fashion starting from left to right and top to bottom. Images 1-10 and 11-15 represent “Sedans” and “SUVs” 

respectively. Image 16 corresponds to a scene with multiple cars. Images 10, 17-19 show various occlusions and finally 

Image 20 provides a significant rotation out of the image plane. On the other hand, Figure 8(b) shows the two templates 

used in these experiments and the results of the image labeling using these two templates.  

Table 2 clearly demonstrates the computational advantages of our proposed multi-level segmentation when compared 

with its single level predecessor, where the number of combinations tested to arrive at the correct labeling was reduced 

significantly. This reduction was achieved as a result of the ability of our algorithm to perform the labeling in a top-down 

fashion proceeding from the “coarsest” segmentation map (least amount of regions) to the “finest” one (most amount of 

regions) and stopping along the path once a match is established. 

Table 3 provides a quantitative evaluation of our proposed algorithm using the images displayed in Figure 8(a). In the 

table, we show the image index, type, brief description and its corresponding Hausdorff distance using the “Sedan” and 

“SUV” templates respectively. Note that Image 16 contains two cars hence its results are displayed in two separate rows. As 

seen from Table 3, the top three matches for the “Sedan” template (Images 1, 8, and 2) were “Sedans”. In addition among 

the 12 “Sedans” (Images 1-10 and 16) displayed in Figure 8(a), Images 7 and 9 were the most dissimilar due to their 

rotation out of the image plane. These rotations caused them to become less similar than Images 13 and 15 (SUV images). 

Similar results were observed for the “SUV” template for the top 3 matches, where the least dissimilar “SUVs” (Images 11 

& 14) displayed rotations out/in the image plane respectively. However, since a typical user would be interested in similar 

matches arranged in descending order, we believe this approach provides a suitable solution for achieving the task. 

In addition to the quantitative discussion above, Table 3 indirectly displays potential challenges and failure modes. In 

essence, our algorithm failed to recognize/label the occluded Sedans (see Images 17-19), the significantly occluded Sedan 
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(see Image 10), and the Sedan significantly rotated out of the image plane (see Image 20). Furthermore, Images 7, 9, 11 and 

14, while labeled correctly, displayed degraded similarity performance due to their slight rotations in/out of the image 

plane. These potential shortcomings are outcomes of the 2D shape matching algorithm (see [11]). While, it is capable of 

handling translations, rotations within the image plane, and isometric scaling, it is not well suited for general affine 

transformations especially those with significant shearing and perspective projections. 

6 CONCLUSION 

The proposed object based image labeling and description provides a basis for applications such as object based 

image searching, browsing and retrieving as well as object based image indexing for effective management of large image 

collections. The multi-level segmentation (uniformity-tree) based approach has several advantages over that based on a 

single level segmentation. These are: 1) Over-segmentation or under-segmentation either increases the computation 

complexity of image labeling or results in inaccurate labeling results when small objects in images are hidden by the under-

segmentation; 2) Simple thresholding results in objects with small region size “eaten” by neighboring objects with larger 

regions size; 3) Complexity of the first search of any object in an image is expensive although the efficiency of subsequent 

search is greatly improved by the learning behavior. These are demonstrated by our experimental results. 

Potential extensions of this work may be: 1) to include perspective projections where objects rotated in/out of the 

image plane (see Image 20), 2) to provide a solution for partially occluded objects similar (see Image 17-19), and 3) to 

extend to digital video object labeling for video content analysis, object tracking and motion analysis. 
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  (d)     (e) 

Figure 1: Hierarchical object description. a) Original image; b) Final low-level segmentation;   c) Adjacency matrix; (d) 

Parent-child relationship tree with only elementary nodes, where the big square represents the whole image and small 

squares represent elementary nodes; and (e) Hierarchical content tree with an intermediate semantic-layer (composite 

nodes), where rectangle represents the composite node.  
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Figure 2: Uniformity Tree 
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      (a) Original Image 

Number of regions = 9999     level = 9999 

 

  

 

  

 

 

       (b) Level = 5000                              (c) Level = 500                        (d) Level = 50  

    Number of regions =5000               Number of regions = 500          Number of regions = 50 

 

  

 

  

 

 

       (e) Level = 10                                  (f) Level = 6                                  (g) Level = 5 

    Number of regions = 10                     Number of regions = 6                Number of regions = 5 

 

  

 

  

 

 

        (h) Level = 4                                   (i) Level = 3                                (j) Level = 2 

    Number of regions = 4                      Number of regions = 3                Number of regions = 2 

Figure 3: Results of a multi-level segmentation example.  



 27

 

 

 

                                                    (a1) Original Image 

 

 

 

   (b1) Level=16                         (c1) Level=10                       (d1) Level =5                        (e1) Level=3 

 

 

 

 

 

 

                                                    (a2) Original Image 

 

 

 

 

 

 

 

  (b2) Level=11                        (c2) Level=7                         (d2) Level =5                     (e2) Level=3 

Figure 4: More results of multi-level segmentation tests.  
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            (a)                                  (b)                                  (c)                              (d)  

Figure 5: Results of image labeling tests on car images using shape matching: a) Original image; b) Final low-level 

segmentation using multi-level segmentation scheme; c) Semantic segmentation matching the query template; d) 

Hierarchical content tree with a composite node representing the segmented car.  
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          (a)                     (b)                       (c)                           (d) 

Figure 6: Results of image labeling tests on face images using color matching: a) Original image; b) One level 

segmentation map in uniformity tree; c) Semantic segmentation matching the query template; d) Hierarchical content tree 

with a composite node representing the segmented face.  
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Method 4   Method5 

Figure 7: Comparison of the methods proposed for merging regions for the image in Figure3.
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(a) Subset of Image Dataset 

Sedan Template and First 5 labeled images 

SUV Template and First 5 labeled image 

 

 

Un-labeled images for either of the templates  

(b) Labeling Results with two templates 

Figure 8: Image Labeling Experiments on a Larger Dataset 



 32

 

Table 1 Performance evaluation of image labeling based on multi-level segmentation.  

Image name Car1 Car2 Car3 Car4 Face1 Face2 Face3 Face4 
Number of 
Regions 

14 12 21 12 13 9 12 18 

Number of valid 
combination 
tested in first 
search 

4793 1363 50072 1264 2639 320 1166 49725 

Number of valid 
combination 
tested in 
subsequent search 

10 83 5993 131 35 4 47 940 

 
 
 
Single Level 
Segmentation 
 

Similarity (*) 5.6 8.4 11.2 5.8 0.9 0.7 0.5 0.6 
Segmentation 
level 

2 1 2 10 2 3 2 10 

Number of 
regions 

3 2 3 11 3 4 4 11 

Number of valid 
combinations at 
first search 

7 3 6 735 7 12 12 824 

Number of valid 
combinations at 
subsequent 
searches  

3 2 3 60 3 3 6 41 

 
 
 
 
Multi-level 
Segmentation 

Similarity (*) 3.7 7.6 11.7 5.1 0.9 0.7 0.5 0.5 
 

* The similarities shown in the table are Hausdorff distances and histogram intersections for the car and face images 
respectively.  
 

 

 

Table 2 Computational results of image labeling experiment on a larger dataset 

 No. of Combinations tested for 

first 5 labeled images using  

Sedan Template 

No. of Combinations tested for 

first 5 labeled images using 

SUV Template 

Single Level Segmentation 71,865 67,312 

Multi-level Segmentation 939 1069 
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Table 3 Similarity Measuring image labeling experiment on a larger dataset  

Similarity 
(Hausdorff Distance) 

Image No 
(As in Figure 

8a). 

Type 

Visual Description   

1 Sedan Profile Shot 2.944 7.285 

2 Sedan Profile Shot 3.162 7.046 

3 Sedan Profile Shot 5.286 9.829 

4 Sedan Profile Shot 5.853 10.659 

5 Sedan Profile Shot 5.728 8.639 

6 Sedan Profile Shot 3.369 6.703 

7 
Sedan Profile Shot, slightly rotated 

out of the image plane 7.624 10.499 

8 Sedan Profile Shot 3.100 6.622 

9 
Sedan Profile Shot, slightly rotated 

out of the image plane 8.780 9.794 

10 
Sedan Profile Shot. Occluded  

second car. 4.973 8.736 

11 
SUV Profile Shot, somewhat 

rotated out of the image plane 9.009 7.487 

12 SUV Profile Shot 7.953 4.514 

13 SUV Profile Shot 6.817 3.701 

14 
SUV Profile Shot, somewhat 

rotated in the image plane 11.985 11.656 

15 SUV Profile Shot 6.700 6.399 

16 (Left Car) Sedan Profile Shot (Multiple Cars) 5.323 8.500 

16 (Right Car) Sedan Profile Shot (Multiple Cars) 6.891 14.467 

17 Sedan Occluded Profile Shot n/a n/a 

18 Sedan Occluded Profile Shot n/a n/a 

19 Sedan Occluded Profile Shot n/a n/a 

20 
Sedan Significant rotation out of the 

image plane n/a n/a 
 

 


