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Abstract. This paper is motivated by a book in which artists and il-
lustrators from all over the world offer their personal interpretations of
the declaration of human rights in pictures [1]. It was enthusiastic for
a young reader to see an illustration of an artist that he already knows
from his books . The characters were different, the topic was irrelevant,
but still it was easy to identify the illustrators based on the style of the il-
lustration. Inspired by the human’s ability to identify illustrators, in this
study we propose a method that can automatically learn to distinguish
illustrations of different illustrators using computer vision techniques.

1 Introduction

With the increasing number of digital images of artwork that becomes available
such as through Google Art Project 1, cross-disciplinary collaboration between
art historians and computer scientists becomes more desirable.

Attempts in applying image processing and computer vision techniques to
assist art scholars have shown good performance for analysis of perspective, and
illumination [2]. Recently, machine learning techniques have been applied for
classification of paintings, artists and styles [3–11].

Identification of an artist or an art style is important to detect replications
or followers. Vincent van Gogh’s paintings are identified through brushstrokes
using wavelet transform based features [12]. The roots of Portuguese Tile Art
are traced in [13, 14] based on visual similarities. In [15], a new shape descriptor
is used to identify Mayan hieroglyphs.

Motivated by the studies in identification of painters, in this study we address
another challenge and aim to identify the artistic works of illustrators. Rather
than focusing on specific representations which may only work for some lim-
ited artistic works, we analyze the illustrations through advanced and general
descriptors which are applied successfully on other computer vision problems.
Our experiments on four artists illustrating children books show that successful
performances can be obtained in identification of illustrators.

In the following, first the data collection will be introduced followed by the
presentation of the descriptors. We then describe the details of our classification
method. Finally, detailed experiments will be presented and discussed.

2 Data Collection

In this study, we focus on artists illustrating children books. [1] contains 30
articles of declarations of human rights in pictures collectively illustrated by

1 http://www.googleartproject.com/
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well-known artists. For three illustrators contributed to this book, namely Korky
Paul, Axel Scheffler and Debi Gliori (see Figure 1), we were able to collect
sufficient number of images either from the Internet or through scanning books.
In addition to these images, we also included the illustrations of Dr. Seuss to
construct a data collection.

(a) (b) (c)

Fig. 1. Illustrations of (a) Axel Scheffler, (b) Debi Gliori and (c) Korky Paul in [1]

In our dataset we have 248 illustrations of Axel Scheffler, 243 illustrations of
Debi Gliori, 249 illustrations of Korky Paul and 234 illustrations of Dr. Seuss.
Figure 2 represents some example illustrations from the dataset.

Fig. 2. Samples from Axel Scheffler (1st row), Debi Gliori (2nd row), Dr. Seuss (3rd

row) and Korky Paul (4th row)

3 Descriptors

Color is an important property of illustrations for most of the artists: some artists
prefer to use multiple colors while the others use less number of pure colors (see
Figure 2). Based on this idea, as our first feature we choose to use 4x4x4 bin
RGB histograms. However, as it will be shown with the experiments, the perfor-
mance of the color features are not sufficiently good; therefore more advanced
features are studied. Namely, GIST [16], HOG [17], Dense SIFT [18] and Color
Dense SIFT[18] features are extracted from each illustration. We generated GIST
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features for each illustration by computing with orientation scale 8 and 4 blocks.
SIFT features are densely extracted from illustrations and then a codebook is
generated for Bag-of-words [19] representation using k-means clustering. Color
Dense SIFT is similar except it also contains color information.

4 Classification

Support Vector Machines are used for classification. In particular LIBSVM li-
brary [20] is used for SVM classification. We use one versus all approach for
training. That is, to prepare the training set for a class, we provide the negative
samples from all other classes. We labeled the training and test sets manually.
A test example is fed into multiple classifiers and it is assigned to the class with
the highest confidence value. Several different kernels were used for each set of
features, including chi-square kernel, linear kernel, histogram intersection kernel,
Radial Basis Function kernel and Hellinger’s kernel.

5 Experiments

In the following, we will first provide detailed experimental evaluations to under-
stand the effect of selected descriptors and classification methods in classifying
illustrators. Then, focusing on Dr. Seuss we will present the results in separation
of the original work from the works of followers.

5.1 Evaluation of Descriptors and Classification Methods

We first evaluate the performance of the descriptors on illustrators identification.
In Figure 3, Figure 4 and Figure 5 we show the first 15 illustrations that have
the highest confidence scores for the classifiers corresponding to four different
artists for color histogram, GIST and HOG features respectively.

We can come up with some conclusions from these figures that are aligned
with the humans’ observations about the style of the illustrators. Dr. Seuss use
a small range of characteristic colors. Most of Axel Scheffler illustrations have
forest background so that these images have some constant colors. Korky Paul
also has special background styles in terms of colors. These are represented
with the performance of the color histogram feature. Compared to the other
illustrators Debi Gliori’s illustrations are less distinguishable with color. On the
other hand GIST feature is more successful for Debi Gliori. HOG feature is
failed for Debi Gliori and Korky Paul but it is successfull for Dr. Seuss and Axel
Scheffler where the contours are more obvious.

Besides these three features, we also experimented BoWDense SIFT and BoW
Color Dense SIFT. These are the features obtained by extracting dense salient
points, representing them by SIFT descriptors, and using k-means clustering
to obtain bags of words. Both of these BoW SIFT based features show better
performances compared to the others: The first 15 images were all correct for



592 F. Sener, N. Samet, and P. Duygulu Sahin

1.00 0.95 0.93 0.89 0.89 0.88 0.88 0.87 0.85 0.82 0.82 0.81 0.81 0.79 0.79

1.00 0.93 0.92 0.90 0.89 0.87 0.85 0.84 0.83 0.83 0.83 0.83 0.82 0.81 0.80
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1.00 1.00 0.93 0.90 0.90 0.89 0.89 0.88 0.87 0.87 0.85 0.84 0.84 0.84 0.84

Fig. 3. Results of color histogram feature. Axel Scheffler (1st row), Debi Gliori (2nd

row), Dr. Seuss (3rd row) and Korky Paul (4th row). The numbers show the confidence
values. Images in red boxes are the wrong results.
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1.00 1.00 0.98 0.97 0.94 0.93 0.92 0.92 0.91 0.91 0.91 0.90 0.89 0.88 0.88

Fig. 4. Results of GIST feature. Axel Scheffler (1st row), Debi Gliori (2nd row), Dr.
Seuss (3rd row) and Korky Paul (4th row). The numbers show the confidence values.
Images in red boxes are the wrong results.

all illustrators. As we observed through looking at the clusters, the reasons for
the good performances is that the visual words (clusters) correspond to stylistic
elements in the illustrations: such as the big eyes in Axel Scheffler or stars in
Debi Gliori illustrations. That is, we were able to capture the important char-
acteristics of the illustrators without any human intervention or without any
specific training.

Figure 6 represents Precision-Recall curves for each illustrator for all the fea-
tures experimented. As can be observed from these figures, compared to BoW
Dense SIFT feature, BoW Color Dense SIFT has better performance in terms of
average precision. Among all features, BoW is more capable to discriminate illus-
trations. Additionally when we use color SIFT which include color information
we get the highest performance.
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Fig. 5. Results of HOG feature. Axel Scheffler (1st row), Debi Gliori (2nd row), Dr.
Seuss (3rd row) and Korky Paul (4th row). The numbers show the confidence values.
Images in red boxes are the wrong results.
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Fig. 6. Precision-Recall curves of features for (a) Axel Scheffler, (b) Debi Gliori, (c)
Dr. Seuss and (d) Korky Paul
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For classification, we use one versus all approach. Among different kernels
experimented, Hellinger’s kernel has the best performance and it has less com-
putation time than others. Over our baseline where we use linear SVM, using
Hellinger’s kernel did not have any effect on color histogram, HOG and GIST
features, but it increased the performances of BoW SIFT based approaches.
Overall performances are given in Figure 7 for different size of training data.
Figure 8 presents the results on each illustrator separately.
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Fig. 7. Overall classification performances for different features. BoW Color SIFT fea-
ture with Hellinger’s kernel outperforms others.
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Fig. 8. Classification performances for each illustrator. Among all others BoW Color
with Hellingers kernel has the best performance for each illustrator.

Since BoW Color Dense SIFT has better performances, we focused on this
feature and evaluated the effect of vocabulary size (see Table 1). We obtain best
results with k = 1000.



Identification of Illustrators 595

Table 1. Vocabulary size performances

k : codeword size Test data performance

k=500 0.86
k=600 0.87
k=700 0.88
k=800 0.88
k=900 0.90
k=1000 0.91

These results were obtained with random sampling of training and test data
where 100 samples are used for training and the rest is used for testing. In order
to test the performance of our methods on different randomly selected samples,
we performed 10-fold cross validation (see Figure 9). The results show that BoW
Color Dense SIFT has the least variance.
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Fig. 9. Results for 10 fold cross validation: Color, GIST, HOG, BoW-SIFT, BoW-
Color SIFT, BoW-SIFT with Hellinger’s kernel, BoW- Color SIFT with Hellinger’s
kernel respectively

5.2 Identification of Followers

Dr. Seuss’s style is adapted in a series of books by different illustrators. In the first
look, it is difficult to distinguish the originals from the followers. Motivated with
this challenge, we perform additional experiments in order to separate original
Dr. Seuss’s illustrations from the others. We obtain 91% accuracy with binary
classification. In Figure10, we show some examples of the followers which are
confused as the original Dr. Seuss illustrations.

20 58 64 71 87 91 93 104 112 114

Fig. 10. Illustrations of the followers which are confused as the original Dr. Seuss works
with their ranking indexes
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6 Summary and Discussions

In this study, we address the challenge of identifying illustrators. Our experi-
ments show that, even with general descriptors which are not specific to any
artistic style analysis, it is possible to identify the works of different illustrators.
For the examples adapted from [1], our classifiers were successful in identifying
the correct illustrators. This shows that even within different themes or with
different characters, the style characteristics of illustrators can be captured with
the proposed method. Our experiments on distinguishing the originals from the
followers with high performances also suggest that the proposed method can be
applied for other purposes, such as for detecting unauthorized copies.

In the future, we plan to extend the set of illustrators and also to focus on more
advanced descriptors such as for capturing the styles of artists in illustrating the
faces, eyes, etc.

Acknowledgments. We would like to thank Ardic for inspiring us and for his
help in creating the dataset.
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