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Abstract
We propose a data-driven approach for measur-
ing, validating and optimizing crowd simulation
systems by learning parameters from real-life
videos. We discuss the common traits of
incidents and their video footage suitable for the
learning step. We then demonstrate the learning
process in a real-life incident that happened
in 2015, Ankara, Turkey. We reanimate the
incident with an existing emotion contagion
and crowd simulation framework and opti-
mize the parameters that take role in defining
agent behavior with respect to the data ex-
tracted from the video footage of the incident.

Keywords: emotion contagion, crowd
simulation, parameter learning, data-driven
optimization

1 Introduction

When people congregate, they sometimes en-
gage in spontaneous, homogeneous and irra-
tional group behavior, losing their sense of iden-
tity. This phenomenon is known as collec-
tive (mis)behavior. Social psychology litera-
ture introduces various theories to explain col-
lective crowd behavior. According to Brown [1],
crowds can be classified under two categories
as audiences and mobs depending on the exis-

tence of observable unified behavior. In both
categories, the crowd members share a common
goal, unlike pedestrians on a street who hap-
pen to be coincidentally at the same place at the
same time. A crowd is called an audience if the
group stays calm and relatively passive, such as
students in a classroom or tourists visiting a his-
torical building. On the other hand, mobs show
active reactions, as in protests or hunger riots.

One of the most influential factors in the
emergence of collective mob behavior is emo-
tion contagion. Emotion contagion is the phe-
nomenon of having the feelings and responses
of one person influencing and manipulating the
emotions of others in a group of individuals [2].
Within this continuous feedback mechanism, we
generally observe that emotions and resulting
behaviors converge to a single active response
over time, thus converting audiences to mobs.

Crowd simulation literature involves various
techniques to validate the behaviors of virtual
agents [3]. Although many studies exist about
evaluating the quality of a crowd simulation sys-
tem by considering human expert opinions [4] or
some numeric metrics [5], we still need a univer-
sal, objective, quantitative and reusable method
for validating crowd simulation models. Thus
we can formally define future improvements to
existing simulation systems and compare differ-
ent systems under different scenario cases. In
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order to address this issue, we propose a data-
driven approach for mimicking real crowd be-
haviors, learning parameters affecting crowd be-
havior and finally validating crowd simulation
systems according to their fidelity to real behav-
iors. We apply this approach to the epidemio-
logical emotion contagion framework proposed
by Durupinar et al. [6]. We explain how to learn
the characteristics of emotion contagion from a
real-life event video and how to improve and
optimize the emotion contagion model by Du-
rupinar et al. using the results of this analysis.
To this end, we investigate the agent behavior
before and after the incident and recreate the in-
cident in a virtual environment.

The contributions of this paper are as follows:

• We propose a data-driven, quantitative and
reproducible method for evaluating crowd
simulation systems.

• We explain how real-life incidents can be
utilized for evaluation and improvement of
crowd simulation systems.

• We clarify the properties of suitable mate-
rial for this process and demonstrate how
to process videos of real-life incidents for
virtual environment creation.

• We analyze a contemporary incident and
apply our proposed approach to an exist-
ing emotion contagion and crowd simula-
tion system.

The rest of the paper is organized as follows.
In Section 2, we discuss the related work in
emotion contagion, crowd simulation and eval-
uation studies. In Section 3, we explain the pro-
posed parameter learning framework and neces-
sary steps to analyze crowd videos before using
them for the optimization process. In Section
4, we explain the real-life incident in Ankara
that we have used for learning the parameters
of the Durupinar emotion contagion model. In
Section 5, we demonstrate our framework on
the Ankara attack and the implementation steps
for virtually recreating the incident and optimiz-
ing the underlying emotion contagion model. In
Section 6, we summarize our work, draw con-
clusions and discuss future improvement ideas.

2 Related Work

Ramos et al. [4] present a computational model
for crowds showing emotional responses via
body movements and emotion contagion and
discuss their analysis on the role of background
perception in emotion contagion. The model
uses emotions to simulate body movements.
Different from our data-driven approach, they
use human expert opinions for evaluation.

Lemercier et al. [7] propose a crowd simula-
tion model in which agents adapt to their envi-
ronments and show different behaviors in differ-
ent situations. They provide heterogeneity by
providing virtual agents with different interac-
tion possibilities with their environments. They
use previously-tuned values for the parameters
in their model for better results; however they do
not discuss the metrics and the tuning process.

Charalambous et al. [5] describe a novel ap-
proach for data-driven evaluation of crowd sim-
ulation models. Similarly, Bera et al. [3],
Lee et al. [8] and Lerner et al. [9] propose
data-driven approach to learn how pedestrians
behave, using trajectories extracted from real-
life crowd videos. They optimize the underly-
ing multi-agent simulation parameters and make
simulated agents decide on actions according to
the a database of real-life behaviors. Similar to
our work, they analyze videos to extract trajec-
tories of pedestrians and use this data for evalua-
tion and improvement of their system. However,
their material consists of high-quality videos of
passive pedestrian audiences or synthetic move-
ments of people in contrast to our focus on active
and emotionally-driven mobs.

Singh et al. [10] present a numerical frame-
work for evaluating crowd simulation systems,
including metrics, scoring methods and test
cases. Similar to our work, they score crowd
simulation systems bases on various error func-
tions. However, relative performances of crowd
simulation systems based on these error metrics
do not necessarily indicate realism performance
since they are not based on real-life data. Like-
wise, Musse et al. [11] propose a model to quan-
titatively compare flow characteristics of two
crowds by calculating 4D histogram distances.

Berseth et al. [12] analyze the effects of ar-
chitectural decisions to the pedestrian flow and
demonstrate a framework for optimal architec-
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tural element placement. The methodology of
optimizing variables by tuning them according
to a quantitative metric of simulation results is
similar to our strategy. However, this architec-
tural work fixes the crowd simulation system
and modifies the environment, whereas we adapt
the crowd simulation system parameters to the
environment and events.

Bosse et al. [13] use a multi-agent based
approach to simulate the emotion contagion
phenomenon within crowds and propose the
concept of negative emotion spirals in teams
demonstrating the effects of ambient agents on
the emotional responses of a team [14]. Later,
they apply their emotion contagion model to
simulate a real world incident that took place
in Amsterdam and optimize some decision mak-
ing parameters accordingly [15]. Tsai et al. [16]
show their investigation results of emotion con-
tagion phenomenon with various experiments.
They introduce ESCAPES, a simulation tool
designed for reproducing evacuation scenar-
ios [17]. They compare two emotion contagion
models proposed by Bosse et al. and Durupinar
et al. and evaluate their impacts using the ES-
CAPES simulation tool. With their studies, Tsai
et al. and Bosse et al. explain the first steps
and benefits of quantitative evaluation, compar-
ison and optimization of emotion contagion and
crowd simulation models utilizing real world in-
cidents. Yet, they do not discuss the properties
of suitable incidents and materials; methods to
track individuals in video footage and to project
the tracking data to the real scene. For instance,
in their reference videos, they track a relatively
small group of 35 individuals in a massive crowd
of size 20000. However, the Durupinar emo-
tion contagion model is geared towards crowds
with less than 200 agents. This improvement
idea inspired us to apply data-driven optimiza-
tion to the Durupinar model, focusing on the re-
producibility of the process with suitable data.

Durupinar et al. [6] investigate the differences
between audiences, which are passive crowds,
and mobs, which are active crowds with emo-
tional and seemingly homogeneous behavior.
Their system facilitates the simulation of vir-
tual environments and the specification of dif-
ferent groups of agents with varying personality
characteristics and roles within a scenario. This
allows easy manipulation of the impact of the

events, personality traits, goals, and emotions on
their behavior.

Durupinar emotion contagion model repre-
sents personality by the OCEAN (Openness,
Conscientiousness, Extroversion, Agreeable-
ness, Neuroticism) model [18], which describes
five independent dimensions of human person-
ality. The framework defines how each person-
ality trait affects the development of emotions
both for the individual itself and other people
around. By specifying different values for each
agent, one can generate heterogeneous crowds
easily and observe the change in convergence
patterns of crowd behavior with respect to the
given personalities. Alongside the personality
traits, agents’ appraisal of their environment and
surrounding individuals play role in develop-
ment of emotional reactions. The framework
employs Ortony, Clore, Collins (OCC) model
[19] to simulate cognitive appraisal and emo-
tions. In this model, individuals assess their en-
vironment in terms of their goals regarding oth-
ers’ and their own actions, their standards about
other individuals and their attitudes towards ob-
jects. The framework utilizes the Pleasure-
Arousal-Dominance model [20] to determine
the current emotional state and make decisions.
For emotion contagion in a crowd, they employ
the social contagion model proposed by Dodds
and Watts [2] with various augmentations.

3 Optimization and Parameter
Learning

In our parameter learning framework, we first
collect video footage for suitable incidents and
preprocess them when necessary. Next, we track
the people on the video and extract their trajec-
tories. Then, we recreate the scene in the vir-
tual environment of the target crowd simulation
system with its static obstacles, reference points
and virtual agents. We project the extracted tra-
jectories from video to the virtual scene. Finally,
we define the parameters to be learned and run
the parameter optimization algorithm.

3.1 Collecting Video Material

Our framework learns parameters of crowd sim-
ulation systems using videos of real-life inci-
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dents. In order to perform efficient parameter
learning, the incident and its video should have
the following properties:

• There should be available video footage
of the incident, taken from a high ground,
containing the moment the incident hap-
pens. The video should be taken from a
static camera, like a security or surveillance
camera, and at least some of the individu-
als in the incident should be trackable for
some period of time.

• The incident should involve emotional re-
sponses of people in the scene.

• The size of the crowd should be suitable
for the underlying crowd simulation model.
For example in order to evaluate the Du-
rupinar model, we aim for crowd sizes be-
tween 50 and 200 individuals.

• For easier projection, the scene should
not have variations in the vertical space;
i.e., the surface that the pedestrians move
should be flat. Otherwise, it becomes diffi-
cult to project the camera image to the vir-
tual scene. For a non-flat environment, a
high resolution height map of the terrain
is required and the barycentric coordinate
transformation is not applicable.

3.2 Transfer from Video Pixel
Coordinates to Scenario Coordinates

In order to synthesize the environment of the
incident, we need to transform the pixel coor-
dinates that constitute the output of the track-
ing process to the virtual scene. There are
two approaches to this end: barycentric coor-
dinate translation and camera parameter extrac-
tion. The camera parameter extraction relies
heavily on a high amount of known reference
points (around 60) [21], which are generally
captured by placing a simple and easy to detect
pattern, such as a checkerboard, in the scene.
However, most of the videos of real-life inci-
dents suitable for our framework are obtained by
surveillance cameras; thus camera parameter ex-
traction is not possible. Therefore, we focus on
barycentric coordinate translation, which can be
performed with only three reference points.

Barycentric coordinates allow us to describe
a point in space with respect to other known ref-
erence points [22]. They represent a point as
a weighted average of other known (reference)
points. For convenience, the weights are usually
normalized, i.e., they sum up to 1. One impor-
tant property of barycentric coordinates is that
they do not change with linear projections; i.e,
when the space is scaled, translated or rotated,
barycentric coordinates stay the same.

In our case, we can benefit from the barycen-
tric coordinates within the two dimensional
space. For our three reference points, we know
the camera space coordinates as well as the
2D coordinates in the scene. We calculate the
barycentric coordinates for all the pixels in the
video frames with respect to our three reference
points. Then, we calculate the coordinates of
the point in the three dimensional scene using
the barycentric coordinates.

Let our reference points berpi = [xi, yi], i =
1, 2, 3 and query point beqp = [xp, yp] with the
barycentric coordinates[b1, b2, b3]. We can find
the corresponding pixel coordinates as follows:

1. Calculate the barycentric coordinates
[b1, b2, b3] of the query point(qp) with
respect to the pixel coordinates of the three
reference points by solving the following
linear equation:





x1 x2 x3
y1 y2 y3
1 1 1









b1
b2
b3



 =





xp
yp
1





2. Calculate the scene coordinatessc of the
query point with the known scene co-
ordinates of the three reference points
(srp1,2,3) as:
sc = srp1 b1 + srp2 b2 + srp3 b3.

This approach assumes that the event scene is
flat and the camera image is a perfect linear pro-
jection of the scene without any lens distortion.
For better results, the camera image can be pre-
processed to disable lens distortion.

3.3 Parameter Optimization

Our goal is to find the best combination of var-
ious parameters that play role in the behavior
of virtual agents. For this purpose, we must
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formulate an error function that reflects the dif-
ference between the simulated scenario and the
real events. The error function should be formu-
lated per-scenario basis, considering the natures
of events in the scenario. With this, the meaning
of “best combination of parameters” becomes
the vector of values, which minimizes the de-
fined error function:

minimize
P

error(P )

subject to pimin ≤ pi ≤ pimax, pi ∈ P

For searching the optimum parameter val-
ues in the search space, we run a simple in-
dependent parameter tuning algorithm (cf. Al-
gorithm 1), similar to the work of Bosse et
al. [15]. This method instantiates parameters to
their minimum values at the beginning and iter-
ates through the parameters optimizing one pa-
rameter at a time by calculating the error when
the parameter being optimized is changed step
by step while the rest of the parameters are fixed.

This optimization process allows us to scale
the tuning ranges of individual parameters with
minimal overhead to complete the whole pro-
cess and gives information about the precision
and effect of individual parameters on the over-
all results. By taking advantage of these proper-
ties, we can automatically improve the testing
efficiency with each iteration by reducing the
step size of sensitive parameters and increasing
the possibility range of critical variables.

This technique also scales quite well in terms
of number of parameters to be searched as well
as number of distinct values (steps) each param-
eter can take. Ifn is the number of parameters
and m is the average number of steps of pa-
rameters, then the runtime of this algorithm is
O(n×m).

After all values have been tested, the parame-
ter is assigned to the optimal value and the tun-
ing process continues with the next parameter.
After all parameters are tuned, the whole pro-
cess restarts with the first parameter using the
previously found optimum values.

4 Ankara Attack Scenario

In order to demonstrate our proposed parameter
learning method, we have used the video of the

Algorithm 1 Independent Parameter Tuning
k: number of tuning iterations
P : set of parameters
si: step size of parameterpi
min(pi): minimum value ofpi
max(pi): maximum value ofpi
val[pi]: current value ofpi
for c = 1 to k do

for all pi ∈ P do
val[pi] ⇐ min(pi)
bestError ⇐ ∞
bestV al ⇐ val[pi]
while val[pi] ≤ max(pi) do

calculatecurrentError

val[pi] ⇐ val[pi] + si
if currentError < bestError then

bestError ⇐ currentError

bestV al = val[pi]
end if

end while
end for

end for

terrorist attack in Ankara Train Station on Octo-
ber 10, 2015, which we are going to refer from
now on as Ankara Attack. During a gathering
in an open space just outside the railway station,
two bombs were detonated, resulting in a death
toll of 103 civilians and the physical injury of
more than 400. We chose this video because

• there is a stable video footage of the inci-
dent taken from a surveillance camera over-
seeing the scene and the panicking crowd,

• the size of the crowd captured by the cam-
era is between 50 and 200 people, which is
suitable for the crowd simulation model,

• the footage does not contain graphic vio-
lence, thus can be used in public media, and

• the environment is flat.

In the scene, we have identified three spots as
the reference points: the traffic pole in the cen-
ter, the street light on the right, and the corner
of protection bars of the underpass for the pro-
jection process. The reference points are shown
with red dots in Figure 1.
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Figure 1: The surveillance camera footage of Ankara Attack with red dots indicating the reference
points used for barycentric coordinate projection.

4.1 Surveillance Camera Footage

The video footage is taken from a city surveil-
lance camera at the center of the gathering area,
pointing to the west. In the video, there is a
traffic light pole at the center, a street light pole
and a white panel van car parked at the bottom
right corner; and the scene is filled by the crowd
slowly roaming the area or standing still. The
explosion is seen on the left at the 11’th second
of the original video. After that, the crowd starts
running away from the center of explosion to the
top and bottom right corners of the video.

The original video that we have access to is a
mobile phone camera recording of a computer
screen, playing the actual surveillance camera
footage. Therefore, it contains unwanted pan-
ning and motion blur. In order to reduce these
glitches, we preprocessed the video by stabiliz-
ing it with the traffic light pole as the reference
point. After stabilizing the video, we cropped
it so that the whole scene consists of the ac-
tual footage of the surveillance camera. Finally,
we trimmed the video. The processed video has
446× 250 resolution, 16 seconds of length with
12 frames per seconds and 434 kbps of bit rate,
which sums to 826 kilobytes in size.

4.2 Tracking

In order to track people in the crowd, we auto-
mated the pedestrian trajectory extraction, as de-

scribed in [3]. Because the quality of the video
is low, the pedestrian detection methods perform
poorly. After various attempts, we decided to
track people manually, as it is done in [14]. We
used an open source software, called “Tracker”
[23] for tracking people in the crowd. This was
done in a per-agent basis, by clicking on the po-
sition of a person at each frame, doing this until
the person leaves the area covered by the video.
Because the video is blurry, it is difficult to track
the positions of individuals in groups. We were
able to track ten individuals. We started tracking
just before the explosion and tracked these indi-
viduals for various durations– five seconds (or
62 frames) on the average.

4.3 Virtual Scene

We created the virtual scene with180 agents by
exporting a satellite image from Google Earth
around the coordinates of39.9366 latitude and
32.8442 longitude. We scaled the image as the
ground plane in a Unity 3D scene with real
world coordinates of one meter corresponding
to one unit in Unity.

The scene is placed in such a way that the base
of surveillance camera pole sits at the origin of
the world coordinate system with the positive
z-axis pointing to the north and the positive x-
axis pointing to the east. With this setup, y-axis
points to the sky because Unity uses left-handed
coordinate system. We placed static obstacles
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Figure 2: The virtual recreation of Ankara Attack.

for the train station building, trees between the
train station and incident scene, the traffic light
pole, the street light pole, the car under the street
light and the underpass to populate the scene.

The Durupinar emotion contagion model al-
lows us to define standards that individuals have
for themselves as well as the others. In this sce-
nario, we set approving standards of individu-
als towards themselves as well as towards other
agents. This is based on the fact that the people
gathered in the area for a common goal, there-
fore they sympathize with each other. We also
gave a displeased goal of waiting in the area
since the gathering was about a protest.

We defined 15 parameters that can be tuned
easily and impact the outcomes of the simula-
tion results (cf. Table 1). Ten of these parame-
ters are the mean and standard deviations of the
five personality factors. Alongside the person-
ality variation, we tuned the parameters for the
weights of standards the agents have for them-
selves and for the other people, the initial goal
of roaming around the gathering area, the goal of
running from the explosion and the fear thresh-
old for starting to panic.

We also defined the error function for this
scenario to be a trajectory matching error func-
tion, which is the sum of distances between of
each tracked agent and its corresponding virtual
agent. Optimizing this error function allows us
to obtain a more realistic escaping pattern with
more accurate running speeds, escaping direc-
tions and obstacle avoidance behavior of agents.

Table 1: Parameters used for emotion contagion.
Parameter Min Max Step size
mean(O) −0.8 0.8 0.2

std(O) 0.0 1.0 0.2

mean(C) −0.8 0.8 0.2

std(C) 0.0 1.0 0.2

mean(E) −0.8 0.8 0.2

std(E) 0.0 1.0 0.2

mean(A) −0.8 0.8 0.2

std(A) 0.0 1.0 0.2

mean(N) −0.8 0.8 0.2

std(N) 0.0 1.0 0.2

Wait goal 0.1 0.8 0.1

Explosion goal 0.3 0.8 0.1

Std. for self 0.05 0.8 0.1

Std. for others 0.05 0.8 0.1

Panic threshold 0.1 0.8 0.1

4.4 Results

We set the tuning environment for the virtual
Ankara Attack scenario (see Figure 2) with the
described 15 parameters, running each test three
times and taking the median for the error. The
tests run for four iterations so the parameters
took turns four times in the tuning process,
with another set of tuned parameters each time.
Moreover, we run the testing scenario in0.5×
slow motion in order to let Unity dedicate more
processing time at each frame. With these num-

CASA 2017 61



bers, the tuning process took about 10 hours.

In this scenario, we expected the most sensi-
tive parameters to be the ones about survival in
the scene, which are the standards that agents
have for themselves, their fear threshold to start
panicking and displeased goals about the ex-
plosion. In our results, as shown in Figure 3,
we confirm that individuals’ standards for them-
selves and goal about the explosion have the
highest sensitivity but the panic threshold, con-
trary to our expectations, is one of the least sen-
sitive parameters. When we investigate the sce-
nario, we see that no matter how high it is, the
panic threshold is exceeded in a very short time;
therefore its change does not show a significant
difference, making it a nonsensitive parameter.

Figure 3: Sensitivity values of the tuned
parameters.

We expected to see a reduction in the average
sensitivity, i.e., total effect of changing a single
parameter with each iteration because as other
parameters are more and more optimized, the
affect of changing a single parameter would de-
crease. The experimental results indeed show
such a trend, as can be seen in Figure 4.

Finally, we expected to see a decrease in the
observed error, as the parameters get optimized
more and more. Figure 5 shows the decrease in
the error with 60 tuning attempts, which are the
searches performed in the value space of a pa-
rameter. Also, we expected to see the reduction
in error fluctuation to decrease with each itera-
tion because of a decrease in sensitivity of pa-
rameters, which is shown in Figure 6.

Figure 4: Sensitivity change with iterations.

Figure 5: Change in error with each optimiza-
tion step.

Figure 6: Change in minimum, maximum and
average error with each iteration.
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5 Conclusion, Limitations and
Future Work

We propose a method for validating crowd sim-
ulation systems and learning emotion contagion
parameters from real-life incidents. We explain
the steps involved in data extraction from suit-
able videos of real-life incidents. We then opti-
mize an existing emotion contagion model with
respect to a subset of individuals in such an in-
cident by learning personality parameters from
real videos and tuning them one by one.

As a future work, one can repeat this work
with more agents tracked for a longer time span.
For this, multiple and clearer video tracks for
such events are required. This can be possible by
more access to press media, professional camera
and surveillance footage.

Repeating the work done in this study for dif-
ferent kinds of incidents, such as Black Friday
crowds, protests, incidents in crowded public
transportation stops may show value for aug-
menting the learned personality distribution and
improving the emotion contagion model.

By collecting media for real-life incidents and
processing them, we can acquire solid evidence
about the personalities of different cultures. By
optimizing the learned parameters from multi-
ple incidents in a region, we can extract the ac-
tual distribution of personalities in the area and
use these learned personalities for the simulation
of possible incidents in order to understand how
people would react in such events. This could be
used to take precautions and design streets, pub-
lic gathering areas and crowded buildings such
as shopping malls and airports.

We used the barycentric coordinates for pro-
jecting positions from the camera to the scene
thus ignoring the distortions caused by lenses.
If we had more reference points or details about
the characteristics of the cameras used, we could
use intrinsic and/or extrinsic camera parameter
extraction techniques to estimate the projection
matrix of the pinhole model of the camera. With
this camera matrix, we could reverse the projec-
tion (from the camera to the 3D world), which
may result in a more accurate projection model.

For the parameter optimization problem, we
try to optimize the personality parameters in-
dependently. Although the underlying OCEAN

personality model depicts them as orthogonal
traits, their mappings to behaviors and the out-
comes of these behaviors may affect each other.
Therefore, more general and stable parameter
optimization methods, like genetic algorithms
or support vector machines, may produce faster
and more accurate results. Moreover, the pa-
rameter estimation can also be expanded to the
amount of emotion doses according to the reac-
tions to events, goals and response thresholds.

We used the sum of distances between the
tracked agents and their corresponding virtual
agent as the metric to optimize. Although
this metric is beneficial for estimating the run-
ning speeds, directions and reaction times, using
more accurate metrics can lead to better under-
standing on the decisions made by the agents.
One such metric could be the proportion of peo-
ple doing actionak, 1 ≤ k ≤ n in a set of
actions{ai, i ∈ 1, . . . , n}. For example, in
the Ankara Attack scenario,a1 could be the ac-
tion of “running north”, a2 could be “running
east” anda3 could be “lying in the ground”.
Moreover, optimizing the parameters for multi-
ple metrics at the same time may help produce
more robust models.
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