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Personality computing and affective computing, where the recognition of personality traits is essential, have
gained increasing interest and attention inmany research areas recently. We propose a novel approach to recog-
nize the Big Five personality traits of people from videos. To this end, we use four different modalities, namely,
ambient appearance (scene), facial appearance, voice, and transcribed speech. Through a specialized subnetwork
for each of these modalities, our model learns reliable modality-specific representations and fuse them using an
attentionmechanism that re-weights each dimension of these representations to obtain an optimal combination
of multimodal information. A novel loss function is employed to enforce the proposed model to give an equiva-
lent importance for each of the personality traits to be estimated through a consistency constraint that keeps the
trait-specific errors as close as possible. To further enhance the reliability of our model, we employ (pre-trained)
state-of-the-art architectures (i.e., ResNet, VGGish, ELMo) as the backbones of the modality-specific subnet-
works, which are complemented by multilayered Long Short-Term Memory networks to capture temporal dy-
namics. To minimize the computational complexity of multimodal optimization, we use two-stage modeling,
where the modality-specific subnetworks are first trained individually, and the whole network is then fine-
tuned to jointly model multimodal data. On the large scale ChaLearn First Impressions V2 challenge dataset,
we evaluate the reliability of ourmodel aswell as investigating the informativeness of the consideredmodalities.
Experimental results show the effectiveness of the proposed attentionmechanism and the error consistency con-
straint. While the best performance is obtained using facial information among individual modalities, with the
use of all four modalities, our model achieves a mean accuracy of 91.8%, improving the state of the art in auto-
matic personality analysis.

© 2021 Elsevier B.V. All rights reserved.
1. Introduction

Personality and emotions have a strong influence on people's lives
and they affect behaviors, cognitions, preferences, and decisions. Emo-
tions have distinct roles in decision making, such as providing informa-
tion about pleasure and pain, enabling rapid choices under time
pressure, focusing attention on relevant aspects of a problem, and gen-
erating commitment concerning decisions [1]. Additionally, research
suggests that human decision-making process can be modeled as a
two-systemmodel, consisting of rational and emotional systems [2]. Ac-
cordingly, emotions are part of every decision-making process instead
of simply affecting on these processes. Likewise, personality also has
an important effect on decision making and it causes individual differ-
ences in people's thoughts, feelings, andmotivations. It can be observed
that there are significant relationships among attachment styles,
slan),
s.bilkent.edu.tr (H. Dibeklioğlu)
decision-making styles, and personality traits [3]. Besides, personality
relates to individual differences in preferences, such as the use of
music in everyday life [4,5], and user preferences in multiple entertain-
ment domains including books, movies, and TV shows [6]. Due to the
fact that emotion and personality have an essential role in human cog-
nition and perception, there has been a growing interest in recognizing
the human personality and affect and integrating them into computing
to develop artificial emotional intelligence, which is also known as “af-
fective computing” [7], in combination with “personality computing”
[8]. Hence, it becomes essential to recognize the personality and emo-
tion of humans precisely. We present a novel multimodal framework
to recognize the apparent personality of individuals from videos to ad-
dress this problem.

1.1. Personality traits

Personality can be defined as the psychological factors that influence
an individual's patterns of behaving, thinking, and feeling that differen-
tiate the individual fromothers [9,10]. Themostmainstreamandwidely
accepted framework for personality among psychology researchers is
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the Five-Factor Model (FFM) [10,11]. FFM is a model based on descrip-
tors of human personality in five dimensions as a complete description
of personality. Various researchers identified the same five factors
within independent works in personality theory [11,12,13]. Therefore,
it is reliable to define personality with FFM.

Based on the work by Costa, McCrae, and John [10,11], the five fac-
tors are defined as follows:

• Openness (O): Appreciation of experience and curiosity of the
unfamiliar.

• Conscientiousness (C): Level of organization and being dependable.
• Extraversion (E): Social activity and interpersonal interaction.
• Agreeableness (A): Tendency to work cooperatively with others
and avoiding conflicts.

• Neuroticism (N): Emotional instability and being prone to psycho-
logical distress.

These five factors lead to bipolar characteristics that can be seen in
individuals that score low and high on each trait, as shown in Table 1.
The factors are often represented by the acronym OCEAN.

Our proposed model estimates the level of traits based on four mo-
dalities, namely, facial appearance, ambient appearance (scene), voice,
and transcribed speech. To this end, a subnetwork is designed for each
modalitywherewe exploit state-of-the-art (pre-trained) deep architec-
tures as the backbone of our model and complement them with Long
Short-Term Memory (LSTM) networks to leverage temporal informa-
tion. To effectively fusemultimodal representations, we design and em-
ploy a feature attention layer. Furthermore, an error consistency
constraint is introduced in the loss function to prevent overfitting to
some of the traits. For effective modeling, two-stage training is
employed, where we first train the modality-specific networks individ-
ually, and after combining these subnetworks, the whole model is fine-
tuned in a multimodal manner. State-of-the-art results are obtained
using the proposed approach on the ChaLearn First ImpressionsV2 chal-
lenge dataset [14].

1.2. Contributions

Main contributions of this study to the area of automatic (apparent)
personality analysis can be listed as follows: (1) An accuratemultimodal
personality estimationmodel is proposed, which outperforms the state-
of-the-art methods; (2) For effective fusion of multimodal information,
a feature attention mechanism is introduced; (3) To prevent the pro-
posed model from overfitting to some of the five personality traits dur-
ing joint (multi-task) training, an error consistency term is included in
the loss function; (4) Informativeness of differentmodalities and the re-
liability of fusing different combinations of them are investigated.

The rest of the paper is organized as follows. Section 2 discusses the
related work. Section 3 presents the proposed method that effectively
learns modality-specific representations and fuses them for estimating
the levels of apparent personality traits. Section 4 evaluates the pro-
posed method in terms of different quality aspects and presents the re-
sults. Finally, Section 5 concludes the paper and provides possible future
research directions.
Table 1
The characteristics of personality traits.

Personality trait Low scorer High scorer

Neuroticism Calm, secure Nervous, sensitive
Extraversion Quiet, reserved Talkative, sociable
Openness Cautious, conventional Inventive, creative
Agreeableness Suspicious, uncooperative Helpful, friendly
Conscientiousness Careless, negligent Organized, reliable
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2. Related work

Personality computing benefits from methods aimed towards un-
derstanding, predicting, and synthesizing human behavior [8]. The ef-
fectiveness of analyzing such important aspects of individuals is the
main reason behind the growing interest in this topic. Automatic recog-
nition of apparent personality is a part of many applications such as
human-computer interaction, computer-based learning, automatic job
interviews, autonomous agents, and crowd simulations [14,15,16,17,
18,19]. Similarly, emotion is incorporated into adaptive systems in
order to improve the effectiveness of personalized content and bring
the systems closer to the users [20]. As a result, personality and
emotion-based user information is used inmany systems, such as effec-
tive e-learning [21], conversational agents [22], crowd simulations [23],
and recommendation systems [24,25,26]. Overall, personality is usually
relevant in any system involving human behavior. Rapid advances in
personality computing and affective computing led to the releases of
novel datasets for apparent personality and emotional states of people
from various sources of information such as physiological responses or
video blogs [14,27]. One of the latest problems is recognizing the five
personality traits (OCEAN) automatically from videos of people speak-
ing in front of a camera.

There are notable approaches to recognizing personality traits. By
analyzing the audio from spoken conversations [28] and based on the
tune and rhythm aspects of speech [29], it is possible to annotate and
recognize the personality traits or predict the speaker's attitudes auto-
matically. These approaches demonstrate that audio information is im-
portant for personality detection.

Some studies utilize the status text of users on social networks for
the recognition of personality traits [30]. It is also possible to explore
the projection of personality, especially extraversion, through specific
linguistic factors across different social contexts using transcribed
video blogs and dialogs [31]. These studies indicate that there is a strong
correlation between users' behavior on social networks and their per-
sonality [32]. Additionally, the exploitation of images and words used
in public profiles in social networks is a way of obtaining an effective
personality trait model, as shown in [33,34].

There are methods for recognition based on combinations of speak-
ing style and body movements. Pianesi et al. [35] automatically detect
personality traits in social interactions from acoustic features encoding
specific aspects of the interaction and visual features such as head,
body, and hands fidgeting. Likewise, Batrinca et al. [36] automatically de-
tectfive-factor personality traits in a short self-presentation based on the
effectiveness of acoustic and visual non-verbal features such as pitch,
acoustic intensity, hand movement, head orientation, posture, mouth
fidgeting, and eye-gaze. They later extend their work by extracting
these features from multimodal data in human-machine and human-
human interaction scenarios [37]. Body gestures, headmovements, facial
expressions, and speech based on naturally occurring human affective
behavior lead to effective assessment of personality and emotion [38].

Facial physical attributes from ambient face photographs are impor-
tant in modeling trait factor dimensions underlying social traits [39].
Some studies utilize the facial attributes to infer personality traits. Qin
et al. [40] perform experiments to evaluate personality traits and intel-
ligence from facialmorphological features. Gürpnar et al. [41] use videos
depicting faces to predict personality impressions. Fernando et al. [42]
use facial features to identify the personality traits from a face image.
Yan et al. [43] usemid-level facial features to establish a relationship be-
tween facial appearance and personality impression. Ventura et al. [44]
performed a study to investigate why convolutional neural networks
(CNN) are very successful in automatically recognizing the personality
traits of people speaking to a camera. The study shows that face pro-
vides the most discriminative information for this task and CNNs pri-
marily inspect crucial parts of the face, such as mouth, nose, and eyes.
Combining video appearance and motion gives impressive results for
emotion recognition as well [45].
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Some studies support the idea that it is human behavior to evaluate
individuals by their faces concerning their personality traits and intelli-
gence since self-reported personality traits can be predicted reliably
from a facial image [40]. Gürpnar et al. [41] show that the impressions
that influence people's behavior towards others can be accurately pre-
dicted from videos. Additionally, predicting personality factors for
personality-based sentiment classification is beneficial in the analysis
of public sentiment implied in user-generated content [46]. Because
the personality affects variousmodalities, personality traits can be auto-
matically recognized by combining multiple features by exploiting a
multimodal approach [35,41,47,48].

According to [49], attributes and features such as audio-visual, text,
demographic, and sentiment features are essential parts of a personality
recognition system. Overall, different modalities provide useful infor-
mation to infer apparent personality traits such as appearance facial fea-
tures, low-level acoustic features (pitch, intensity, frequencies), body
motion, and lexical features [50]. Although researchers commonly use
multimodal approaches to recognize personality traits, the studies
using a multimodal approach are relatively limited. Some notable ex-
amples are using deep residual networks for impression prediction
using a combination of audiovisual and language modalities [51] and
providing explainability of multimodal information in the context of
first impressions analysis [52]. Moreover, exploring the variability in
impressions under varying situational context and different observed
modalities are essential to obtain a complete assessment of the ob-
served individuals' personality [53].
Fig. 1. Overview of the proposed model: (a) In the first stage, subnetworks are separately mo
second stage, modality-specific representations obtained through the learned models are con
each personality trait.

3

3. Proposed framework

In our framework,we take a video clip of a single person as input and
predict the personality traits associated with that person. The proposed
framework initially learns the modality-specific personality features,
then fuse and model those learned high-level features to obtain a final
prediction of personality traits. To this end, four modality-specific sub-
networks are employed, namely focusing on ambient appearance, facial
appearance, voice, and speech transcription.

Modeling is performed in two stages. In the first stage, as shown in
Fig. 1(a), each subnetwork is trained separately to learn modality-
specific representations. In the second stage, the learned models are
used as feature extractors, and the representations obtained for the am-
bient appearance, facial appearance, voice, and speech transcription are
fused by concatenation and fed to the regressors enabling feature atten-
tion to jointly model these modalities to estimate the scores/levels of
the five personality traits (i.e., Openness, Conscientiousness, Extraver-
sion, Agreeableness, and Neuroticism; see Fig. 1(b)). The details of the
proposed framework will be given in the following sections.

3.1. Architecture and modality-specific modeling

3.1.1. Ambient appearance subnetwork
One of the modalities used in the proposed framework is the ambi-

ent appearance observed in the videos, such as surrounding objects,
lighting, and clothing. The intuition behind employing ambient features
deled to estimate personality scores to learn modality-specific representations; (b) In the
catenated and fed to the attention module followed by regressors to estimate the level of
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is that the relation between environmental setup and the apparent per-
sonality of the target subject aswell as the influence of ambient proper-
ties on observers' perception. Findings in the literature demonstrate
that environmental elements such as surroundings, colors, and lighting
affect the mood and perception [54]. Moreover, such features provide
additional information about the preferences and characteristics of the
analyzed subject. It is important to note that, ambient appearance net-
work also analyzes face and pose, implicitly since face and body regions
are included in the input frames.

To reduce the computational complexity and temporal noise during
modeling ambient features, we use subsampled frames from the input
videos. To this end, using a non-overlapping sliding window, one
frame is sampled for each one-second interval. In this way, with uni-
form sampling, effective modeling can be achieved without losing sig-
nificant information. Next, each of the obtained frames is resized to
224×224 pixels. Color information is retained and all of the frames
are defined in RGB color space.

Tomodel spatio-temporal ambient characteristics in videos, we em-
ploy a CNN in combination with an LSTM network. ResNet-v2-101 [55]
is chosen as the CNNbackbone and connected to amultilayer LSTMnet-
work. The ResNet-v2-101 is initialized with the pre-trained weights
[55] (on ILSVRC-2012-CLS image classification dataset [56]). Particu-
larly, we remove the last (classification) layer of the ResNet-v2-101
and obtain 2048-dimensional features for each frame. On top of it, six
LSTM layers are placed including residual connections and dropout
layers. Between the input and output of each of the first, third, and
fifth LSTM layers, a residual connection is added and the output of the
ResNet is fed to the 1st LSTM layer. Dropout is employed at each of
the second, fourth, and sixth LSTM layers. We set the dimensions of
the hidden state of the LSTM cells as 2048, 512, 512, 128, 128, and 64
for the first, second, third, fourth, fifth, and sixth layers, respectively.
The output of the sixth LSTM layer of the last time step (last frame) is
connected to a fully-connected layer with five neurons, where each
neuron outputs the score prediction for one of thefive personality traits.

3.1.2. Facial appearance subnetwork
As shown in the literature, personality can be assessed from facial

appearance and expressions [57]. Facial symmetry is also associated
with five-factor personality traits [58]. Hence, it is crucial to employ fa-
cial information in the assessment of personality. Although the facial
texture is implicitly analyzed through the ambient appearance subnet-
work, in facial appearance subnetwork, faces are cropped and analyzed
as the sole input of the model.

First, the target face is detected in each of the temporally subsam-
pled frames (one frame for each one-minute interval; see
Section 3.1.1) of the input video using a state-of-the-art method,
namely, Multi-task CNN (MTCNN) [59]. Next, the detected faces are
cropped and scaled to 224×224 pixels. Notice that we do not employ
Fig. 2. (a) Sample input frames, and (b) the c
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an explicit facial alignment, but only centralize the detected faces with-
out transforming their pose as shown in Fig. 2. In this way, not only
inner facial dynamics but its relations with head pose can be jointly an-
alyzed. Formodeling, we employ the same CNN-LSTM architecture (ini-
tialized with pre-trained ResNet weights) used in ambient appearance
subnetwork (see Section 3.1.1).

3.1.3. Voice subnetwork
The third modality used in the proposedmodel is voice. We first ex-

tract input features from the audio waveforms, which are then fed to
our voice network. Particularly, we first compute a log mel-scale spec-
trogram for the input audio, and using a sliding window, a sequence
of successive non-overlapping frames of 960 milliseconds for each
audio waveform [60] is generated. For the time/frequency decomposi-
tion, a short-time Fourier transform with a step size of 10 milliseconds
is applied on 25milliseconds windows. Using 64 mel-spaced frequency
bins, spectrogram frames with a size of 96 × 64 pixels are obtained.

These 2D log mel-scale spectrogram frames are fed to a CNN to ob-
tain high-level embeddings. Based on our preliminary experiments,
we opt for using VGGish architecture [61] as the backbone of our voice
subnetwork. For a “warm start”, we initialize the VGGish model with
the weights learned on a large YouTube dataset that is a preliminary
version of YouTube-8M [62]. The VGGish model outputs 128-
dimensional embeddings for each log mel-scale spectrogram frame,
which is connected to a six layered LSTM network including residual
connections and dropout layers. The only differences between the
employed LSTM network and the one described in Section 3.1.1, are
the dimensions of the hidden state of the LSTM cells, which are set as
128 for the first three layers and 64 for the last three layers. Then, a
fully-connected layer with five neurons (used as a regressor to estimate
the personality traits) is connected to the output of the sixth LSTM layer
of the last time step.

3.1.4. Speech transcription subnetwork
The last modality used in the proposed method is the transcription

of the speech of people in the videos. Psychological research has
shown that personality influences the way a person writes or talks
and word use and expressions are associated with personality [63].
For example, individuals that score high in extraversion prefer complex,
longwritings and conscientious people tend to talkmore about achieve-
ments and work [64]. These studies indicate that people with similar
personality factors are likely to use the same words and choose similar
sentiment expressions. Therefore, this information must be analyzed
to make an accurate prediction of personality traits.

To analyze transcribed speech, we first encode the text into high di-
mensional representation vectors. To this end, we employ a state-of-
the-art method, namely Embeddings from Language Models (ELMo)
[65]. ELMo computes contextualized word representations using deep
orresponding cropped/centralized faces.
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bidirectional LSTM units, which is trained on one billion word bench-
mark [66]. In our subnetwork, we use the pre-trained weights of
ELMo. This model outputs a 1024-dimensional vector containing a
fixed mean-pooling of all contextualized word representations. In
our network, ELMo (with frozen weights) is followed by three
fully-connected layers with 256, 128, 64 neurons, respectively. ReLU ac-
tivation is applied after each of these layers. At the last hidden layer,
dropout is used. As in the aforementionedmodality subnetworks, an ad-
ditional fully-connected layer with five neurons is used as a score re-
gressor for the five personality traits.

Notice that unlike all other subnetworks, no LSTM layer or any other
variation of Recurrent Neural Networks (RNN) is employed for model-
ing the transcribed speech since the information related to the se-
quences of words is already encoded into the embeddings through the
bidirectional LSTM units in ELMo.

3.1.5. Modality-specific modeling
In the first stage of modeling, each of the aforementioned subnet-

works are separately trained through minimizing average Mean Abso-
lute Error (MAE) of predicting the five personality traits, which is
defined as:

‘MAE ¼ 1
5n

∑
n

i
∑
j∈S

y j
i−by j

i

��� ���, ð1Þ

where, y j
i , by j

i denote the actual and predicted personality scores of the
ith subject in terms trait j, respectively. S is the set of employed person-
ality traits, i.e., S = {Openness, Conscientiousness, Extraversion Agree-
ableness, Neuroticism}. n represents the number of training samples.
Adam optimizer is employed for training each of the modality-specific
networks, where the learning rate is chosen based on minimum valida-
tion error.

3.2. Multimodal fusion & attention-based modeling

Once all modality-specific networks are trained individually (pre-
trained), we freeze their weights and remove the regression layer (the
last fully-connected layer) of each subnetwork. Representation vectors
of the four modalities, obtained before the corresponding regression
layers, are concatenated to form a multimodal representation vector
and fed to an attention module. With the proposed module, we aim to
capture the feature importance based on the complex relations between
features. Feature attention module is composed of two fully-connected
layers, and computes an attention weight for each dimension of the
(concatenated) multimodal representation. Let the obtained multi-
modal representation vector be F ∈ℝ256, then the attentionweight vec-
tor for F, namely, a can be computed as:

a ¼ tanh V tanh WFþ bð Þ þ cð Þ, ð2Þ

whereW ∈ ℝd×256 denotes the transformation matrix and b is the bias
term for the first fully-connected layer. V ∈ ℝ256×d is the weight matrix
of the second fully-connected layer. Here d denotes the dimension of
hidden representation and it is set to 64. Notice that the use of tanh con-
straints the attention weight to lie in the interval [−1,1]. The obtained
attention vector a is then used to re-weight each dimension of themul-
timodal representation vector F by an element-wise multiplication as
follows:

bF ¼ F⊙a, ð3Þ

where, bF is the output of the feature attention module and it is fed to a
final fully-connected layer with one neuron, which acts as a regressor
for predicting the score of a personality trait. For each of the five person-
ality traits, we employ a separate set of attention module and regressor
(see Fig. 1(b)), so as to effectively learn trait-specific weights.
5

To train the resulting multimodal model, we propose a MAE-based
loss function that includes an additional term for error consistency
that enforces trait-specific errors to be similar with each other. Similar

to the Eq. (1), let ‘jMAE denote the MAE for the prediction of the jth per-
sonality trait as:

‘ jMAE ¼ 1
n
∑
n

i
y j
i −by j

i

��� ���: ð4Þ

Then, our multimodal loss function can be defined as:

L ¼ ‘MAE þ 1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
j∈S

‘ jMAE−‘MAE

� �2
s

: ð5Þ

Recall that ‘MAE is the average MAE (see Eq. (1)) and S denotes the
set of five personality traits. In Eq. (5), the second term enforces the
error consistency and it is defined as the standard deviation of MAEs
for the five personality traits. In this way, an effective regularization
can be achieved. In other words, the error consistency term prevents
having high levels of error for some personality traits while the model
overfits to other traits. During training, Adam optimizer is employed,
andwe determine the learning rate based onminimumvalidation error.

4. Experimental results and evaluation

In this section, we present the experiments that are carried out for
the proposed method, the dataset which the model is trained on, and
the experimental results. The proposed approach and various other al-
ternatives are experimented with and compared to each other, and
the best performingmethod is compared to the state-of-the-art. The re-
sults demonstrate that the proposed method outperforms the current
state-of-the-art.

4.1. Dataset

To assess the reliability and accuracy of our proposed method, we
employ the ChaLearn First Impressions V2 (CVPR’17) challenge dataset
[14], which is publicly available [67]. This challenge aims to automati-
cally recognize apparent personality traits according to the five-factor
model. The dataset for this challenge consists of 10,000 videos of people
facing and speaking to a camera. Videos are extracted from YouTube,
they are mostly in high-definition (1280×720 pixels), and in general,
they have an average duration of 15 secondswith 30 frames per second.
In the videos, people talk to the camera in a self-presentation context
and there is a diversity in terms of age, ethnicity, gender, and national-
ity. The videos are labeled with personality factors using Amazon Me-
chanical Turk (AMT), so the ground truth values are obtained by using
human judgment. The database has predefined training, validation,
and test sets with 6000, 2000, and 2000 videos, respectively. Fig. 3
shows some examples of videos.

In the data collection process, AMT workers have compared pairs of
videos and evaluated the personality factors of people in the videos by
choosing which person is likely to have more of an attribute than the
other person for each personality factor [14]. Multiple votes per video,
pairwise comparisons, and labeling small batches of videos have been
used to address the problem of bias for the labels. The final scores
have been obtained from the pairwise scores by using a Bradley-
Terry-Luce (BTL) model [68], while addressing the problem of calibra-
tion of workers and worker bias [69]. While the level of five personality
traits are defined by seven-point scale scores, the provided personality
trait scores are the normalized ones, in the range of [0, 1].



Fig. 3. Sample videos from the the ChaLearn First Impressions dataset depicting various cases of how personality traits are perceived by humans.

Table 2
Performance of the sole use of the considered modalities and of their fusion in terms of
accuracy. Please notice that the error consistency constraint and feature attention are
not used in this experiment.

Modality Mean Open. Cons. Extr. Agre. Neur.

Ambient Ap. 0.9113 0.9100 0.9154 0.9146 0.9086 0.9081
Facial Ap. 0.9130 0.9124 0.9135 0.9146 0.9144 0.9101
Voice 0.9045 0.9046 0.9083 0.9066 0.9046 0.8985
Tr. Speech 0.8881 0.8806 0.8811 0.9007 0.8929 0.8852
All 0.9172 0.9156 0.9216 0.9199 0.9153 0.9138
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4.2. Experimental setup

The ChaLearn First Impressions V2 dataset is employed to evaluate
the proposed method. In our experiments, we use the predefined train-
ing, validation, and test sets of the dataset. Adam optimizer is used for
training the models, where its learning rate is chosen on the validation
set. Particularly, the learning rate is optimized in the range of
[10−3,10−6]. During our experiments, best learning rates (with the
minimum validation errors) are found as 10−4 and 10−5 for voice sub-
network and other subnetworks, respectively. Due to the computational
complexity (based on the large sample size of the dataset), we use only
the first six seconds of the videos (while videos can last up to 15 sec-
onds), where the whole duration of the audio is employed. A minibatch
size of 8 videos is used. The dropout probability is set to 0.5.

For ambient appearance and facial appearance subnetworks,we per-
form data augmentation during training, i.e. adjusting the brightness,
saturation, hue, and contrast of RGB images by random factors. Besides,
the RGB values of pixels are scaled to the range of [0,1].

We evaluate our method in terms of the evaluation metric intro-
duced in the ChaLearn First Impressions Challenge [14], namely, the ac-
curacy. Particularly, it is defined as 1 − MAE. Notice that our model is
trained to output continuous values for the five target personality traits
in the range of [0,1]. These values are produced separately for each trait,
therefore there are five predicted values to be evaluated/reported. Con-
sequently, we report themean accuracy, i.e., the average of the per-trait
accuracy values, as a summary measure. In some experiments, we also
provide the per-trait accuracies for a detailed analysis. In the experi-
ments, test accuracies are reported, unless otherwise indicated.

4.3. Informativeness of different modalities

We employ four different modalities, namely, ambient appearance,
facial appearance, voice, and transcribed speech for estimating apparent
personality. First, we evaluate the performance of the sole use of these
modalities and compare them with that of their joint use. In this experi-
ment, we do not use feature attention or error consistency constraint
since we focus on investigating the informativeness of different modali-
ties without the influence of such methods. Particularly, we evaluate the
modality-specific models (see Section 3.1.5). For a comparison with the
joint use of these modalities, we remove the regression layer of each of
these modality-specific models and concatenate the last layer outputs
6

before the regression layer. The obtained representation vector is fed to
a fully-connected layerwith five neurons, which is employed as a regres-
sor for estimating the level of the five personality traits. This multimodal
model is initialized with the weights learned from modality-specific
training, and re-trained (fine-tuned) to minimize the average MAE for
the five traits. Obtained results are given in Table 2.

When we compare the results obtained from the modality-specific
models, facial appearance performs best with a mean accuracy of
91.30%. The ambient appearance model closely follows it with a mean
accuracy of 91.13%, where the transcribed speech model performs
worst and can only reach a mean accuracy of 88.81%. When we analyze
the trait-specific accuracies, it is seen that the facial appearance pro-
vides the best results for all traits, except for the conscientious where
the ambient appearance performs best. For extraversion, both facial ap-
pearance and ambient appearance networks provide an accuracy of
91.46%. The lowest accuracy value for each trait is obtained using the
transcribed speech model. While the voice modality achieves relatively
higher performance compared to the transcribed speech, it cannot reach
the accuracy obtained with the use of facial appearance or ambient ap-
pearance. These results are in line with the findings in the literature,
showing that facial cues, such as appearance, expression, and also
head pose, are quite important for personality analysis. It is also impor-
tant to note that our ambient appearance network leverages informa-
tion from facial cues since its input frames not only include the
background in the videos but also the facial image. This may explain
the relatively high performance of the ambient appearance model.

Whenwe look at the performance of the joint use of fourmodalities,
we can say that the multimodal modeling clearly outperforms the sole
use of the aforementioned modalities in terms of both mean accuracy



Table 3
Prediction performances of using different combinations of modalities in terms of
mean accuracy.

Modality Accuracy

Ambient Ap. + Facial Ap. 0.9158
Ambient Ap. + Voice 0.9153
Ambient Ap. + Tr. Speech 0.9113
Facial Ap. + Voice 0.9163
Facial Ap. + Tr. Speech 0.9134
Voice + Tr. Speech 0.9046
Ambient Ap. + Facial Ap. + Voice 0.9171
Ambient Ap. + Facial Ap. + Tr. Speech 0.9160
Ambient Ap. + Voice + Tr. Speech 0.9155
Facial Ap. + Voice + Tr. Speech 0.9163
All 0.9172

Table 4
Influence of using error consistency constraint and feature attention in the proposed
method in terms of accuracy.

Feature
attention

Error
consistency

Mean Open. Cons. Extr. Agre. Neur.

✓ ✓ 0.9181 0.9163 0.9223 0.9202 0.9162 0.9153
✘ ✓ 0.9174 0.9163 0.9199 0.9198 0.9160 0.9151
✓ ✘ 0.9177 0.9156 0.9212 0.9200 0.9165 0.9151
✘ ✘ 0.9172 0.9150 0.9219 0.9196 0.9151 0.9143

Table 5
Relative reduction (%) in MAE using error consistency constraint and feature attention in
the proposed method (compared to without using these techniques). Please notice that
negative percentages show reduction in MAE, while positive percentages indicate vice
versa.

Feature
attention

Error
consistency

Mean Open. Cons. Extr. Agre. Neur.

✓ ✓ −1.09 −1.53 −0.51 −0.75 −1.30 −1.17
✘ ✓ −0.24 −1.53 2.56 −0.25 −1.06 −0.93
✓ ✘ −0.60 −0.71 0.90 −0.50 −1.65 −0.93
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and trait-specific accuracies. The fusion of modalities, even without
using the proposed attention mechanism and error consistency con-
straint, achieves a mean accuracy of 91.72%, where the corresponding
MAE is 4.8% (relative) less than that of the sole use of facial appearance.
This finding suggests the importance of multimodal analysis for person-
ality recognition.
4.4. Reliability of using different combinations of modalities

As the findings of our previous experiment show, the joint use of the
fourmodalities provides additional information (compared to their sole
use) yielding a better accuracy. On the other hand, somemodalitiesmay
have redundant or noisy information and their usage in the model can
Table 6
The comparison of different methods from the literature. The best performance for each trait a

Method Modalities

Proposed method Facial Ap., Ambient Ap., Voice, Tr. Speech
Wei et al. (2018) [48] Facial Ap., Voice
Kaya et al. (2017) [70] Facial Ap., Ambient Ap., Voice
Güçlütürk et al. (2017) [51] Facial Ap., Voice, Tr. Speech
Bekhouche et al. (2017) [71] Facial Ap.
Güçlütürk et al. (2016) [72] Facial Ap., Voice
Subramaniam et al. (2016) [73] Facial Ap., Voice
Gürpınar et al. (2016) [74] Facial Ap., Ambient Ap., Voice
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degrade the optimal performance. To investigate the influence of inter-
action between modalities, we train models for all possible combina-
tions of the considered four modalities, namely, ambient appearance,
facial appearance, voice, and transcribed speech. To this end, we follow
the same approach used in the previous experiment, where the repre-
sentation vectors of the input modalities are concatenated and con-
nected to a fully-connected layer with five neurons. While the initial
parameters of the model are obtained from the modality-specific train-
ing, additional training is used tominimize the averageMAE of themul-
timodal model. In this experiment, similar to the previous one, we
discard the use of feature attention and error consistency constraint be-
causewe aim to purely analyze the influence of interaction between dif-
ferent modalities, on the prediction accuracy.

As shown in Table 3, the best (mean) prediction accuracy is achieved
by using all modalities together. The minimal improvement is obtained
by including the transcribed speech to the other threemodalities with a
rate of 0.1% (from 0.9171 to 0.9172), where the improvement on the
validation set is 0.2%. While our results show that the transcribed
speech has a marginal influence on the accuracy when it is included in
the analysis, its contribution is consistent. When we combine two mo-
dalities, the best accuracy is obtained for the fusion of facial appearance
and voice. Similarly, for the fusion of three modalities, the joint use of
voice togetherwith facial appearance and ambient appearance provides
the best performance. All these findings are in line with the results pre-
sented for the individual use of modalities in Section 4.3. Besides, we
could not observe any accuracy reduction in the model, when we in-
clude an additional modality. This finding is also valid for the results ob-
tained on the validation set. Since none of the considered modalities
cause a negative influence on the prediction accuracy, we will continue
using all four modalities in the remainder of our experiments.

4.5. Influence of feature attention and error consistency constraint

One of themain contributions of this study is the joint use of feature
attention and error consistency constraint for effective multimodal
modeling. To evaluate the influence of them on prediction accuracy,
we assess our model for all possible cases with and without using fea-
ture attention and error consistency constraint. To this end, four differ-
ent models are trained and evaluated. The obtainedmean accuracies for
these models are given in Table 4. Using these results, we also compute
the relative reduction inMAE for each case compared to the model that
does not use the feature attention mechanism or the error consistency
constraint (see Table 5).

As shown in Table 5, when we employ only the error consistency
constraint in the model, the average MAE is reduced by 0.24%. The
sole use of feature attention reduces the average MAE by 0.6%. If both
of them are employed then the reduction rate in the average MAE
reaches to 1.09%, yielding a mean accuracy of 91.81%. With the joint
use of these methods, we obtain improved predictions for each of the
traits. Yet, interestingly, if we use only one of the feature attention
mechanism or the error consistency constraint, then the MAE for the
conscientiousness trait increases with a rate of 2.56% and 0.9%, respec-
tively. This outcome supports our choice of using these two methods
nd for mean accuracy is boldfaced.

Mean Open. Cons. Extr. Agre. Neur.

0.918 0.916 0.922 0.920 0.916 0.915
0.913 0.912 0.917 0.913 0.913 0.910
0.917 0.917 0.920 0.921 0.914 0.915
0.912 0.911 0.915 0.911 0.911 0.910
0.912 0.910 0.914 0.915 0.910 0.908
0.911 0.911 0.914 0.911 0.910 0.909
0.912 0.911 0.914 0.916 0.911 0.910
0.913 0.914 0.915 0.918 0.907 0.911
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together. In this way, while we can re-weight the feature values we also
prevent ourmodel to overfit to the characteristics of a specificmodality.
The highest improvement in (trait-specific) MAE is achieved for the
openness trait with a rate of 1.53% with the joint use of these methods.
The same amount of improvement for the openness trait is also pro-
vided with the sole use of the error consistency constraint. This finding
indicates that the error consistency constraint helps our model to focus
on the openness trait (and other traits) rather than overfitting to the
conscientiousness patterns, yielding a better overall performance.

4.6. Comparison to other methods

In this section, we compare our proposed method to seven recent
multimodal studies that provide results on the ChaLearn First Impres-
sions dataset. As shown in Table 6, ourmethod outperforms all the com-
petitor methods with a mean accuracy of 91.8%. While the performance
of our method seems to be close to that of the state-of-the-art method
proposed by Kaya et al. [70], we provide a 1.2% reduction in average
MAE. Besides, we need to note that Kaya et al. [70] include the validation
set (33% more data) in the training set after optimizing the
hyperparameters (on the validation set), yet, our model is trained
only on the training set. On the other hand, our method employs an ad-
ditional modality, i.e., transcribed speech, in comparison to Kaya et al.
[70]. When the trait-specific results are analyzed, it is seen that our
model achieves the highest accuracy for conscientiousness (92.2%)
and agreeableness (91.6%), while Kaya et al. [70] get the best results
for openness (91.7%) and extraversion (92.1%). For neuroticism, both
our method and theirs achieve the highest accuracy with a rate of
91.5%. To sum up, although the state-of-the-art performance in person-
ality analysis is quite high and leaves limited room for improvement,
our proposed method employing feature attention mechanism and
error consistency constraint provides a clear enhancement.

5. Conclusions and future work

We propose a novel multimodal approach for the estimation of ap-
parent personality traits. Our method relies on four subnetworks, each
ofwhich focuses on a specificmodality, namely ambient appearance, fa-
cial appearance, voice, and transcribed speech. These subnetworks em-
ploy state-of-the-art deep architectures (e.g., ResNet-v2-101, VGGish,
ELMo) as backbones, and they are complemented with additional
LSTM layers to leverage temporal information. For more effective
modeling, first, each of the aforementioned subnetworks has been ini-
tialized with the (pre-trained) weight parameters of the corresponding
backbone network and trained (fine-tuned) in amodality-specificman-
ner. Then, these subnetworks (after removing their regression layers)
have been combined and complemented by feature attention and re-
gression layers. While the parameters of the subnetworks are kept fro-
zen, new layers of the whole network have been trained to minimize
the averageMAE of predicting thefive personality traits aswell as keep-
ing the errors for each modality as close as possible to each other using
the proposed error consistency constraint. In this way, our model pre-
vents overfitting to some specific traits due to jointmulti-task optimiza-
tion. Although the proposed architecture is end-to-end trainable, we
have followed a hierarchical training to minimize computational costs
while improving effectiveness.

Our framework has been thoroughly evaluated on the large-scale
ChaLearn First Impressions dataset. The effectiveness and reliability of
the proposed feature attention mechanism and the error consistency
constraint have been systematically assessed. Besides, the informative-
ness of different modalities and the added value of their joint use have
been investigated. Our results show that the proposed feature attention
and error consistency constraint are indeed useful and improve predic-
tion accuracy. With the use of ambient appearance, facial appearance,
voice, and transcribed speech modalities, our proposed model achieves
a mean accuracy of 91.8%, improving the state of the art. As future
8

research directions, we envision that correlation between personality,
body movements, posture, eye-gaze, and emotion can be investigated.
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