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Abstract

Understanding the nature of information flowingard system or network is fundemantal to
determining anomalies and characterizing workldaeditional methods rely heavily on port
numbers carried in the packet headers to classifitgools.These methods can fail in the
presence of proxy servers,that re-map port numiggrspmpromised host services.

Another fact is that in encrypted traffic, we da have more than packet-level information
provided.We present a novel approach to protoctéa®n with less information than one
might consider.We only carry out the detection pescwith timing and connected server
informations.

Keywords:Hidden Markov Models, k-means clustering, two disienal clustering...
Introduction

The nature of information flowing into a systemratwork is fundemantal to determining
anomalies and characterizing workload.With thisoinfation a system administrator
understands the basic system facts; like whicheserare especially used, what makes the
traffic intense in the system, which users arengyto compromise with the servers and which
users cause bursty traffic intensionally or notis paper, we specifically address the
question of whether we can characterize the prégoaouser exploits by looking at the
sequences of durations that packets took in timsinassion environment.

The traditional method of determining the clientvee protocol is by inspecting the source
and destination port numbers in the TCP header.Mery¢his may fail due to Proxies, Server
Backdoors and User-Installed Servers.

There are specific properties of protocols thap$eus characterize user behaviour.For
example http runs very fast in a short time, WW\Vgéserally remote, SMTP has a tendancy
to upload process whereas FTP has tendancy to divalaiad process.Telnet packets are
usually small in size such as two or three bytesi8lia is generally used by internal users of
the environment to perform DNS queries. An imgat implementation ofBehavioral
Authenticatiofi may be found in Early, Brodley and Rosenbergtj2tis paper, they are using
the decision tree approach to detect user behaldser behaviour is modeled with many
features such as TCP flag, mean interarrival timegn packet length for window of n packets
etc... Inspite of the fact that this approach iisrgg, in an encrypted environment, we may not
be able to desiccate all the features of thesegp@dhkorover, in an environment where there
are many users and many user behaviours, a roguelén is possible to conceal his attack
patterns.

In response to the difficulties outlined above, /e chosen an approach using Hidden
Markov Models(in the remainder of the paper, HMM# be used as the plural of HMM) to
classify user behaviour by perusing the sequeon€edurations that packets took in the
transmission environment.



The protocols that we have chosen to analyze amdh, Telnet, Login, NNTP and
SMTP.We have chosen these protocols because tbhgidprcomplete characteristics of both
local and remote users of the system.An importaittgs that, these are all application layer
protocols having TCP in their transmission protdoal dataset which we obtained from
“Internet Traffic Archiv12] contains only application layer protocols.

The remainder of the paper is organized as folldlgspresent in detail the salient properties of
an HMM that motivated our approach.We present ha@vclassified the user behaviour.We
will compare our approach in classification withugtlering techniques like k-means
clustering.Then we discuss our HMMs and systemitaatiore.We present how the emprical
results are.We provide how one dimensional or mbes one dimensional data affect the
results.Eventually we summarize the results compgathem with our expectations and we
discuss our plans for future work, including inigation of memorization, unbalanced training
of HMMs, distorted data and more-than-two dimenai@mnalysis of user behaviour patterns.

Hidden Markov Models

The Hidden Markov Model(Figure 1) starts with aitBnset of states.Transitions among the
states are governed by a set of probabilities(iansprobabilities) associated with each
state.ln a particular state, an outcome or obdervaan be generated according to a seperate
probability distribution associated with the stlites only the outcome, not the state, that is
visible to an external observer.The states ared#md to outside; hence the name Hidden
Markov Model. The Markov Model used for the hiddewydr is a first-order Markov Model,
which means that the probability of being in a jgatar state depends only on the previous
state.While in a particular state, the Markov Model said to &mit an observable
corresponding to that state.One of the goals afigusn HMM is to deduce from the set of
emitted observables the most likely path in stpses that was followed by the system.

Given the set of observable states contained iexample corresponding to a user behaviour
sequence, an HMM can also determine the likelihobd protocol type of a specific type.In
our case observables are the sequences of durdhiahgackets took in the transmission
environment.Each example is constructed to cordghinf the packet sequences coming from
distinct ip’s in each hundred packets captured ftbe network traffic. HMM parameters for
classification are fixed by the intervals of thedals in one dimension using histograms with
respect to the sequences of durations that patkeksin the transmission environment.The
HMM parameters are the initial probability distritmn for the HMM states, the state transition
probability matrix, and the observable probabititgtribution.

The state transition probability matrix is a squaratrix with size equal to the number of
states.Each of the elements represents the pripadiiltransitioning from a given state to
another possible state.For example, the likelihaiolansitioning from the state corresponding
to a packet size sequence 0,2 ms -0,25 ms -0,25 mare probable than 0,2 ms -0,2 ms -5000
ms because the domain packets are mostly accumiulaééveen Oms and 0,5ms.The
observable probability distribution is a non-squauagrix, with dimensions number of states by
number of observables.The observable probabilgyribution represents the probability that a
given observable will be emitted by a given staie.&xample, n the late stages of a domain
packet sequence duration is more likely to be betv@ms and 0,5 ms than 175 ms-200ms.

We implemented our system using a seperate HMMdah classification category since the
standard HMM is designed to simulate a single aate@/e are currently working to
paralelize these several categories with multiptedds in operating system.



Four sample stages of Domain Protocol HN

Stage 4=>0,2ms-0,25ms
Stage 5=>0,25ms-0,3ms
Stage 6=>0,3ms-0,35ms
Stage 7=>0,35ms-0,4ms
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Figure 1 Figure-2
Hidden Markov Model Computation

We present some of the computational informatiooualHMM here.One may refer to
Rabiner[6]for an extended overview of HMMs.

In general, networks such as Figure 1 are calleitefistate machines, and when they have
associated transition probabilities, they are daltarkov Networks.They are strictly casual:
The probabilities depend only upon previous stAtédarkov Model is called ergodic if
every one of the states has a non-zero probalaifityccuring given some starting state.A
final or absorbing stateovis one which, if entered, is never left.(i.eo & 1).In the above
figure we denote the transition probabilitigsaaong hidden states anglfor the probability

of the emission of a visible state:

a = P(wj(t+1) [ wi(t) )
bik = P k() | wi(t) )
We demand that some transition occur from steptf. (even if it is to the same state) and

that some visible symbol be emitted after everyp.3ieus we have the normalization
conditions:

;aj:lforalli

th:lforallj

Where the limits on the summations are over alldéid states and all visible symbols,
respectively.With these preliminaries, we can noeus on three central issues in HMMs.

The Evaluation Problem

Suppose we have an HMM, complete with transitioobpbilities aij and bjk.Determine the
probability that a particular sequence of visitigtess V to the power T was generated by that
model.

The Decoding Problem

Suppose we have an HMM, as well as a set of ohs@ngaV to the power T.Determine the
most likely sequence of hidden states w to the pdwat led to those observations.



The Learning Problem

Suppose we are given the coarse structure of al(tfel@umber of states and the number of
visible states) but not the probabilities @nd hk.Given a set of training observations of visible
symbols, determine these parameters.

All of the three problems are solved in detail.[§Qur aim is not to tell the theory for the sake
of brevity.In our experiment, we used the hiddenmkow library SparseDiscreteHMM.[11]We
discretized the continuous points of sequencesictiobns that packets took in the transmission
environment, to centroids by drawing histogramstité prevailing data for each of the
protocols SMTP, NNTP, TELNET, LOGIN, DOMAIN.We trad each model with first
training data and then we tested them by test\Watdnave chosen the number of hidden states
to be five after several experiments.

Why Use an HMM?

There are several properties of packet sequengessponding to protocol usage of a client
that match with HMM.A packet sequence consists eanngful sequence of packets such that
it is not so expected that an unexpected size packige after another.For example we do not
usually expect a telnet packet as large as FTRtey ghe system because usually telnet packets
are two or three bytes in size.From an intrusiceect®n point of view suppose we are trying to
learn whether or not a host exist in the givenddrass.One method to achieve this goal to
attemp to initiate a telnet connection with the thosecond is to consult the DNS server
responsible for the network.A third method mightdlve to establish a login connection.Out of
the various possible actions, only one is chosesyltig in the observable for the step.The
likelihood associated with each alert type is dal@d according to the protocol usage
patterns.The hidden and visible layers of the HM@Wehsemantic value and could support the
development of a cognitive model of the way atteskeaccomplish their goals.For example
attackers sometimes attempt to disguise their vesrkiormal network activities.The attacker
only reveals his motives when he has gained hisctibgs-and sometimes no then.The HMM
observable layer models the overt portion of thacit whereas the hidden level represents the
attacker’s true intensions, a useful property whiea attacker attempts to hide his true
intensions.In this paper, we are not formerly ia #im of detecting attack patterns.Our main
purpose is to model protocols first from as minimagrpossible network parameters.

Classification of System Flows

In this section we describe how we classified catadnto labeled data and how we obtained
the training and test datasets.In our experimewtspbserved the Wide Area Network Traffic
of the Lawrence Berkeley Laboratory[1®hich consists of packets captured from their
network traffic.Actually the traffic reveals theserver connections throughout the remote and
local users.The dataset consists of these feattinesstamp, duration that packets expend in
the transmission environment, protocol, bytes k&xki bytes sent, server ip(re-numbered for
security purposes) ,client ip(not re-numbered feographical evaluation purposes) ,SYN/FIN
flags to acknowledge whether or not a packet airsueccesfully and another flag to understand
whether a client is local or remote.

We implemented our experiments especially in twpegy of features.We first tried to
understand whether we can model all the packets network traffic coming from different
ip’s to various servers and secondly we lookechahgeserver connection behaviour patterns to
detect packet sequences.In our experiments we doakesach hundred packets coming to
network from distinct IP’s.
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Then we trained our five hidden markov models witlese packet sequences for 2000 packets
of sequences coming from distinct ip’s.(Figure 23 @hly used discretized values for duration
and we used Discrete HMMs to model the system.Taerdive HMMSs in our system to detect
user patterns.These are: SMTP, NNTP, LOGIN, TELN#il DOMAIN.Each state of ten
observable sequences is a cluster defined withecespo durations.Normally, in the
experiments performed in specific research labgleease huge amount of flows into the
system to gain better results.However, we triedhow even in a rare data, HMM could be
useful to protocol detection.

Then we trained our five hidden markov models wiltiese packet sequences for 2000 packets of
sequences coming from distinct ip’s.(Figure 2 giaesmapshot of DOMAIN HMM) We only used
discretized values for duration and we used DisckH¥IMs to model the system.There are five
HMMs in our system to detect user patterns.These @MTP, NNTP, LOGIN, TELNET and
DOMAIN.Each state of ten observable sequences isluster defined with respect to
durations.Normally, in the experiments performedspecific research labs people use huge
amount of flows into the system to gain better lteddowever, we tried to show even in a rare
data, HMM could be useful to protocol detection.

System Architecture

Our system first consists of five Markov Models al@ observable symbols for each Markov
Model.We investigated the behaviour of each modael dbservation sequences of hundred
packets.We clustered the HMMs into pieces by ubkistpgram intervals.One might think that k-
means clustering is a better approach in many ¢éeesver in our case the data is distorted.We
observed even so inconsistent packet durationsiirclostering trials in Weka[13].For example,



domain packets range between Oms and 0,5ms inlftimgacket with 5000ms comes as it is the

case in our implementation, it is not so effectiveise k-means-clustering or its variations.In,fact

we need a dense located structure rather tharedhugtinto equal pieces.To observe the packet
sequence durations we thought that a dense steuisttmore meaningful because the observation
sequence is quite small in size.

In the second part, we analyzed the traffic pevesethat is in every 100 packets, which users
send what kinds of packet sequences.The HMM madelthe same, histograms of the durations
are the same.However only difference is the clugiensed.Now, we are using two-dimensional
data to cluster our training data.

Emprical Results

As stated previously, we first analyzed eachdned SMTP, NNTP, LOGIN, TELNET and
DOMAIN packets captured from network traffic.Firate used only one parameter, duration to
detect protocols.The results were actually prorgisiowever we realized that only duration is
not sufficient to protocol detection.This is beagsme protocols dominate others in specific
regions and some protocols spread over the emtiesvals weakly.For example nntp, telnet
and SMTP dominated LOGIN in various regions.At diust experiment, we observed that
dominant protocols like DOMAIN and NNTP give bettesults like %90.However other weak
protocols give nearly about %0 because they areadpmn the region where dominants are
effective. Below is the confusion matrix for figsart of our analysis.(Left is the real identity of
protocols.)

Login | NNTP | Domain | SMTP | Telnet
Login |0 269 1 157 100
NNTP |0 1843 0 16 204
Domain| 0 66 581 0 0
SMTP | O 7705 290 196 |17527
Telnet | O 922 0 0 1341

Confusion Matri

Protocol Correctly Detected
LOGIN %0
NNTP %389,34
DOMAIN %89.8
SMTP %0,07
TELNET %59,3

Detecion Rate

As it is seen above the results are promising.kt fmme might understand from the
histograms that some of the protocols would beatetewrong.However, we thought that
this will draw a roadmap for us to select more appate features.

Performing such traffic analysis requires, at #émst, accurate models for common network
protocols, using no more information than a pasksize, timing and direction.Here we
presented our first attempt at building such a rhadel demonstrate our early success in
applying our models to protocol identification.

After these promising results we decided to clusiter protocols two dimensionally.We
first used features duration and bytes sent.Howeseiobserved that the histogram just



becomes more complicated in two dimensional araliisat is not actually surprising
because duration is the time packets took in #uestnission environment.The same case
apply when we look at the bytes received by thentlHowever features like flags,
location information and destination server ip amore realistic features to
consider.Therefore we decided to analyze the bebauising packet destination and
duration packet sequences took in the transmissf@annel.

The results were exactly what we want we got ne&iy00 detection of the five
protocols.Below are the scatters for the data anfusion matrix.

Login | NNTP | Domain | SMTP | Telnet
Login | 437 0 0 36 54
NNTP |0 2063 0 0 0
Domain| 0 0 647 0 0
SMTP | 1348 0 0 21462 | 4256
Telnet | 321 0 0 430 1512

Confusion Matri

Protocol Correctly Detected
LOGIN %84,5

NNTP %100

DOMAIN %100

SMTP %79,2

TELNET %66,8

Detection Rate

Future Work

Inspite of the fact that our approach worked catghy in this case, generally factors may not be as
smooth as we presented here.Most of the time fsemet enough information to train HMM’s and
most of the time protocols are not possesing distomaractheristics like these five protocols.For
example to seperate whois and finger protocolsishhmore problematic.

HMM’s may not be trained like our situation all thiene.In case of rare data problem one should
allow the HMM's to be trained unbalanced but thi# vause specific protocols to dominate others.In
our example we trained the models equally.The otbeint worth to mention about is the
memorization problem.When we want to detect uséavieur, two features we presented here may
not be sufficient.The easy answer coming to mind to cluster the data more than two
dimensions.However this causes the HMM's to meneodases and an HMM will not be able to
detect as we want.This actually is also the sibumath our approach when selecting ip numbers for
clustering.If some servers shut down in a periodime and enter with other IP’s, we may get
incorrect results.But this is in control of netw@#minstrator and we omitted this in our approach.

Currently, we are working to model all protocolsigtwork with HMM'’s using only information level
data.(Packet size, duration, etc...)Another congedetecting multistage attack patterns of users t
Local Area Network.Also we are trying to paralelidee multiple training operation with operating
system threads to fasten the HMM MultipleTrain negstime.
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