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Abstract

Discovery of association rules is an important database mining problem. Current algorithms for finding association rules require several passes over the analyzed database, and obviously the role of I/O overhead is very significant for very large databases. We present new algorithms that reduce the database activity considerably. The idea is to pick a random sample, to find using this sample all association rules that probably hold in the whole database, and then to verify the results with the rest of the database. The algorithms thus produce exact association rules, not approximations based on a sample. The approach is, however, probabilistic, and in those rare cases where our sampling method does not produce all association rules, the missing rules can be found in a second pass. Our experiments show that the proposed algorithms can find association rules very efficiently in only one database pass.

1 Introduction

Database mining, or knowledge discovery in databases (KDD), has in the recent years attracted a lot of interest in the database community (for overviews, see [FPSSU96, PSF91]). The interest is motivated by the large amounts of computerized data that many organizations now have about their business. For instance, supermarkets store electronic copies of millions of receipts, and banks and credit card companies maintain extensive transaction histories. The goal in database mining is to analyze these large data sets and to discover patterns or regularities that are useful for decision support.

Discovery of association rules [AIS93] is an interesting subfield of database mining. The motivation for searching association rules has come from the desire to analyze large amounts of supermarket basket data. Association rules describe how often items are purchased together: for instance, an association rule “beer ⇒ chips (87 %)” states that 87 % of the customers that have bought beer, also have bought chips. Such rules can be useful for decisions concerning, e.g., product pricing, promotions, or store layout. Association rules have been used to discover regularities in other databases as well: university course enrollment data has been analyzed to find combinations of courses taken by the same students, and alarms that occur close to each other in time have been searched in telecommunication alarm data [MTV94].

The size of the data collection has an essential role in database mining. Large data sets are necessary for reliable results; unfortunately, however, the efficiency of the mining algorithms depends heavily on the database. Association rule algorithms require multiple passes over the whole database, and subsequently the database size is by far the most influential factor of the execution time for very large databases. Recent research has managed to reduce the disk I/O activity to two full scans over the database [SON95].

We present algorithms that make only one full pass over the database. The idea is to pick a random sample, use it to determine all association rules that probably hold in the whole database, and then to verify the results with the rest of the database. The algorithms thus produce exact association rules in one full pass over the database. In those rare cases where our sampling method does not produce all association rules, the
missing rules can be found in a second pass. Our extensive experiments show that this method works very well in practice, making the approach attractive especially for very large databases.

This paper is organized as follows. Section 2 reviews the definition of association rules and the problem setting. An overview of previous work in association rule discovery is given in Section 3. In Section 4 we present our approach to discovering association rules using sampling; sampling is analyzed in Section 5. Experimental results are given in Section 6. Finally, Section 7 contains concluding remarks.

2 Association Rules

We shortly review the definitions related to association rules. Consider the supermarket domain and the so called basket data analysis: the goal is to discover associations between items that are often bought together.

Let \( R = \{ l_1, l_2, \ldots, l_m \} \) represent the set of items that are being sold in the supermarket. Each item \( l_i \) is an attribute over the binary domain \([0, 1]\), where value 1 indicates that a particular basket has contained the corresponding product. The baskets are represented by rows in a relation \( r = \{ t_1, \ldots, t_n \} \) over \( R \). That is, each basket is represented by a binary vector of length \( m \), which can be interpreted as the set of items that was bought in the basket.

Consider sets of items that are bought together. The relative frequency of an itemset \( X \subseteq R \) in \( r \) is

\[
fr(X, r) = \frac{|\{ t \in r \mid t_i = 1 \text{ for all } i \in X \}|}{|r|}
\]

In other words, the frequency of an itemset \( X \) is the fraction of the baskets that has contained all the items in \( X \), i.e., the probability that a randomly chosen row from \( r \) contains the itemset \( X \).

The goal is to find items that are bought together. The user determines what is often enough by giving a frequency threshold. Given a frequency threshold \( min_{fr} \), we say that a set \( X \) is frequent\(^1\) if \( fr(X, r) \geq min_{fr} \). That is, an itemset is frequent if it is contained in at least a fraction \( min_{fr} \) of the baskets. For notational convenience, we introduce a shorthand notation \( F(r, min_{fr}) \) for the collection of frequent sets in a given relation \( r \) with respect to a frequency threshold \( min_{fr} \):

\[
F(r, min_{fr}) = \{ X \subseteq R \mid fr(X, r) \geq min_{fr} \}.
\]

Now, finally, we define association rules. Given disjoint and non-empty itemsets \( X, Y \subseteq R \), the expression \( X \Rightarrow Y \) is an association rule over \( r \). The interpretation is that when all the items in set \( X \) are in a basket,

also the items in \( Y \) tend to be in the basket. The strength or confidence of the rule is

\[
\frac{fr(X \cup Y, r)}{fr(X, r)}.
\]

The confidence can be seen as a conditional probability in the analyzed relation \( r \). For instance, assume that the rule \( \{ \text{beer} \} \Rightarrow \{ \text{chips} \} \) has a confidence of 87%. This means that if a randomly chosen basket contains beer, then it also contains chips with probability 0.87.

A confidence threshold is used to exclude rules that are not strong enough to be interesting. Also, the given frequency threshold \( min_{fr} \) is used to remove rules that do not apply often enough, i.e., rules such that the frequency of \( X \cup Y \) is below the frequency threshold.

The problem of finding association rules can now be stated in the following way. Given a set \( R \) of binary attributes, a corresponding relation \( r \), a frequency threshold \( min_{fr} \), and a confidence threshold \( min_{conf} \), find all association rules in \( r \) that have confidence at least \( min_{conf} \) and frequency at least \( min_{fr} \).

The discovery of association rules can be divided into two phases [AIS93]. First, discover all frequent itemsets \( X \subseteq R \). Then, for each frequent \( X \), test for all non-empty subsets \( Y \subset X \) if the rule \( X \setminus Y \Rightarrow Y \) holds with sufficient confidence. The second part of the problem can be solved in main memory in a straightforward manner once the frequent sets and their frequencies are known. Discovery of the frequent sets is the hard part of the problem: with \( m \) items, there are \( 2^m \) potentially frequent itemsets. For all but the smallest \( m \), efficient methods for locating the frequent sets are needed. For the rest of this article, we consider the task of discovering all frequent sets.

3 Previous Work on Association Rules

Since the introduction of the problem of mining association rules [AIS93] several generate-and-test type of algorithms have been proposed for the task of discovering frequent sets. An efficient breadth-first or level-wise method for generating candidate sets, i.e., potentially frequent sets, has been presented in [AS94, MTV94, AMS*96]. This method—also called Apriori—is the core of all known algorithms except the original one [AIS93] and its variation for SQL [HS93], which have been shown to be inferior to the level-wise method [AS94, MTV94, AMS*96].

An alternative strategy for the database pass, using inverted structures and a general purpose DBMS, has been considered in [HKMT95]. The most efficient algorithm so far, in particular in terms of database operations, is Partition [SON95]. We review the level-wise method and the Partition algorithm below.
Other work related to association rules includes the problem of mining rules with generalizations [HF95, HKMT95, SA95], management of large amounts of discovered association rules [KM+94, TKR+95], and a theoretical analysis of an algorithm for a class of KDD problems including the discovery of frequent sets [MT96]. A connectionist approach to mining rules is presented in [ISL95].

3.1 Level-Wise Algorithms

Algorithms for discovering frequent sets are based on the observation that if a set is not frequent then its supersets cannot be frequent. All current algorithms [MTV94, AS94, HKMT95, HF95, PCY95, SA95, AMS+96] start on level 1 by evaluating the frequencies of singleton itemsets. On level $k$, candidate itemsets $X$ of size $k$ are generated such that all subsets of $X$ are frequent. For instance, in the second pass, candidates are pairs of items such that both items are frequent. After the frequencies of the candidates on level $k$ have been evaluated, new candidates for level $k+1$ are generated and evaluated. This is repeated until no new candidates can be generated. The efficiency of this approach is based on not generating and evaluating those candidate itemsets that cannot be frequent, given all smaller frequent sets.

The level-wise algorithms make one pass over the database for each level. There are thus $K$ or $K+1$ passes over the database, where $K$ is the size of the largest frequent set. Sometimes, if there are only few candidates in the last iterations, candidates can be generated and tested for several levels at once.

3.2 Partition Algorithm

The Partition algorithm [SON95] reduces the database activity: it computes all frequent sets in two passes over the database. The algorithm works also in the level-wise manner, but the idea is to partition the database to sections small enough to be handled in main memory. That is, a part is read once from the disk, and level-wise generation and evaluation of candidates for that part are performed in main memory without further database activity.

The first database pass consists of identifying in each part the collection of all locally frequent sets. For the second pass, the union of the collections of locally frequent sets is used as the candidate set. The first pass is guaranteed to locate a superset of the collection of frequent itemsets; the second pass is needed to merely compute the frequencies of the sets.

$K+1$ passes are needed if there are candidates of size $K+1$.

4 Sampling for Frequent Sets

A fairly obvious way of reducing the database activity of knowledge discovery is to use only a random sample of the relation and to find approximate regularities. In other words, one can trade off accuracy against efficiency. This can be very useful: samples small enough to be handled totally in main memory can give reasonably accurate results. Or, approximate results from a sample can be used to set the focus or to adjust parameters for a more complete discovery phase.

It is often important to know the frequencies and confidences of association rules exactly. In business applications, for example for large volumes of supermarket sales data, even very small differences can be significant. When relying on results from sampling alone, one also takes the risk of loosing valid association rules because their frequency in the sample is below the threshold.

Using a random sample to get approximate results is fairly straightforward. Below we give bounds for sample sizes, given the desired accuracy of the results. Our main contribution is, however, to show that exact frequencies can be found efficiently, by analyzing first a random sample and then the whole database as follows. Use a random sample to efficiently find a superset $S$ of the collection of frequent sets. A superset can be determined efficiently by applying the level-wise method on the sample in main memory, and by using a lowered frequency threshold. In terms of the Partition algorithm, discover locally frequent sets from one part only, and with a lower threshold. Then use the rest of the database to compute the exact frequencies of the sets. This approach requires only one full pass over the database, and two passes in the worst case.

4.1 The Negative Border

As a tool for further analysis, consider the concept of negative border. Given a collection $S \subseteq \mathcal{P}(R)$ of sets, closed with respect to the set inclusion relation, the negative border $B^r(S)$ of $S$ consists of the minimal itemsets $X \subseteq R$ not in $S$ [MT96].

The collection of all frequent sets is always closed with respect to set inclusion. For instance, let $R = \{A, \ldots, F\}$ and assume the collection $\mathcal{F}(r, \text{min}_f)$ of frequent sets (with some $r$ and min$_f$) is

$\{A\}, \{B\}, \{C\}, \{F\}, \{A, B\}, \{A, C\}, \{A, F\}, \{C, F\}, \{A, C, F\}$.

The negative border of this collection contains now, e.g., the set $\{B, C\}$: it is not in the collection, but all its subsets are. The whole negative border is

$B^r(\mathcal{F}(r, \text{min}_f)) = \{\{B, C\}, \{B, F\}, \{D\}, \{E\}\}$. 
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Algorithm 1

Input: A relation \( r \) over a binary schema \( R \), a frequency threshold \( \text{min}_r \), a sample size \( ss \), and a lowered frequency threshold \( \text{low}_r \).

Output: The collection \( F(r, \text{min}_r) \) of frequent sets and their frequencies, or its subset and a failure report.

Method:
1. draw a random sample \( s \) of size \( ss \) from \( r \);
   // find frequent sets in the sample:
2. compute \( S := F(s, \text{low}_r) \) in main memory;
   // database pass:
3. compute \( F := \{ X \in S \cup B^r(S) \mid \text{fr}(X, r) \geq \text{min}_r \} \);
4. for all \( X \in F \) do output \( X \) and \( \text{fr}(X, r) \);
5. report if there possibly was a failure;

The intuition behind the concept is that given a (closed) collection \( S \) of sets that are frequent, the negative border contains the “closest” items sets that could be frequent, too. The candidate collections of the level-wise algorithms are, in effect, the negative borders of the collections of frequent sets found so far, and the collection of all candidates that were not frequent is the negative border of the collection of frequent sets. Of particular importance is the fact that the negative border needs to be evaluated, in order to be sure that no frequent sets are missed [MT96].

4.2 Frequent Set Discovery Using Sampling

We now apply the concept of negative border to using sampling for finding frequent sets. It is not sufficient to locate a super set \( S \) of \( F(r, \text{min}_r) \) using the sample and then to test \( S \) in \( r \), because the negative border \( B^r(F(r, \text{min}_r)) \) needs to be checked, too. If we have \( F(r, \text{min}_r) \subseteq S \), then obviously \( S \cup B^r(S) \) is a sufficient collection to be checked. Determining \( S \cup B^r(S) \) is easy: it consists of all sets that were candidates of the level-wise method in the sample. Algorithm 1 presents the principle: search for frequent sets in the sample, but lower the frequency threshold so much that it is very unlikely that any frequent sets are missed. Then evaluate the sets and their border, i.e., all sets that were evaluated in the sample, also in the rest of the database.

Sometimes, unfortunately, it may happen that we find out that not all necessary sets have been evaluated. There has been a failure in the sampling if all frequent sets are not found in one pass, i.e., if there is a frequent set \( X \in F(r, \text{min}_r) \) that is not in \( S \cup B^r(S) \). A miss is a frequent set \( Y \) in \( F(r, \text{min}_r) \) that is in \( B^r(S) \).

If there are no misses, then the algorithm is guaranteed to have found all frequent sets. Misses themselves are not a problem. They are evaluated in the whole relation, and thus they are not actually missed by the algorithm. Misses, however, indicate a potential failure. Namely, if there is a miss \( Y \), then some superset of \( Y \) might be frequent but not in \( S \cup B^r(S) \). A simple way to recognize a potential failure is thus to check if there are any misses.

Example. Assume that we have a relation \( r \) with 10 million rows over attributes \( A, \ldots, F \), and that we want to find the frequent sets with the threshold 2%. Algorithm 1 randomly picks a small fraction of \( s \), say 20,000 rows, and keeps this sample \( s \) in main memory. The algorithm can now, without any further database activity, discover very efficiently sets that are frequent in the sample.

To make (almost) sure that the collection of frequent sets in the sample includes all sets that really are frequent in \( r \), the frequency threshold is lowered to, e.g., 1.5%. Algorithm 1 now determines the collection \( S = F(s, 1.5\%) \) from the sampled 20,000 rows.

Let the maximal sets of \( S \) be

\[ \{A, B, C\}, \{A, C, F\}, \{A, D\}, \{B, D\} \]

Since the threshold was lowered, \( S \) is likely to be a superset of the collection of frequent sets in \( r \). In the pass over the rest of \( r \), the frequency of all sets in \( S \) and \( B^r(S) \) is evaluated. That is, in addition to the sets that are frequent in the sample, we evaluate also those candidates that were not frequent in the sample, i.e., the negative border

\[ \{B, F\}, \{C, D\}, \{D, F\}, \{E\} \]

The goal is to discover the collection \( F(r, 2\%) \) of frequent sets in \( r \). Let sets

\[ \{A, B\}, \{A, C, F\} \]

and all their subsets be the frequent sets. All frequent sets are in \( S \), so they are evaluated and their exact frequencies are known after the full database pass. We also know that we have found all frequent sets since also the negative border

\[ \{B, C\}, \{B, F\}, \{D\}, \{E\} \]

of \( F(r, 2\%) \) was evaluated and found not to be frequent.

Now assume a slightly different situation, where the set \( \{B, F\} \) turns out to be frequent in \( r \), that is, \( \{B, F\} \) is a miss. What we have actually missed is the set \( \{A, B, F\} \) which can be frequent in \( r \), since all its subsets are. In this case Algorithm 1 reports that there possibly is a failure.

The problem formulation is now the following: given a database \( r \) and a frequency threshold \( \text{min}_r \), use a
random sample $s$ to determine a collection $\mathcal{S}$ of sets such that $\mathcal{S}$ contains with a high probability the collection of frequent sets $\mathcal{F}(r, \min \cdot fr)$. For efficiency reasons, a secondary goal is that $\mathcal{S}$ does not contain unnecessarily many other sets. We present two variants of algorithms using sampling. One of them is guaranteed to find all frequent sets in one pass in fraction $1 - \Delta$ of the cases, where $\Delta$ is a parameter given by the user.

In the fraction of cases where a possible failure is reported, all frequent sets can be found by making a second pass over the database. Algorithm 2 can be used to extend Algorithm 1 with a second pass in such a case. The algorithm simply computes the collection of all sets that possibly could be frequent. This can be done in a similar way that candidates are generated in the algorithms for finding frequent sets.

5 Analysis of Sampling

Next we analyze the relation of sample size to the accuracy of results. We first consider how accurate the frequencies computed from a random sample are. As has been noted before, samples of reasonable size provide good approximations for frequent sets [MTV94, AMS+96]. Related work on using a sample for approximately verifying the truth of sentences of tuple calculus is considered in [KM94].

5.1 Accuracy and Sample Size

We consider the absolute error of the estimated frequency. Given an attribute set $X \subseteq R$ and a random sample $s$ from a relation over binary attributes $R$, the error $e(X, s)$ is the difference of the frequencies:

$$e(X, s) = |fr(X) - fr(X, s)|,$$

where $fr(X)$ is the frequency of $X$ in the relation from which $s$ was drawn.

To analyze the error, we consider sampling with replacement. The reason is that we want to avoid making other assumptions of the database size except that it is large. For sampling with replacement the size of the database has no effect on the analysis, so the results apply, in principle, on infinitely large databases. To emphasize this, the relation from which a sample is drawn is not shown in the notation of the error. For very large databases there is practically no difference between sampling with and without replacement.

In the following we analyze the number of rows in the sample $s$ that contain $X$, denoted $m(X, s)$. The random variable $m(X, s)$ has binomial distribution, i.e., the probability of $m(X, s) = c$, denoted $Pr[m(X, s) = c]$, is

$$(\binom{|s|}{c}fr(X)^c(1 - fr(X))^{||s| - c}.$$

First consider the necessary size of a sample, given requirements on the size of the error. The following theorem gives a lower bound for the size of the sample, given an error bound $\varepsilon$ and a maximum probability $\delta$ for an error that exceeds the bound.

**Theorem 1.** Given an attribute set $X$ and a random sample $s$ of size

$$|s| \geq \frac{1}{2\varepsilon^2} \ln \frac{2}{\delta},$$

the probability that $e(X, s) > \varepsilon$ is at most $\delta$.

**Proof.** We have

$$Pr[e(X, s) > \varepsilon] = Pr[|fr(X, s) - fr(X)| > \varepsilon| |s|].$$

The Chernoff bounds [AS92] give an upper bound

$$2e^{-2(\varepsilon|s|)^2/|s|} = \delta$$

for the probability. □

Table 1 gives values for the sufficient sample size $|s|$, for $\varepsilon = 0.01, 0.001$ and $\delta = 0.01, 0.001, 0.0001$. With the tolerable error $\varepsilon$ around 0.01, samples of a reasonable size suffice. E.g., if a chance of 0.001 for an error of more than 0.01 is acceptable, then a sample of size 50,000 is sufficient. For many applications these parameter values are perfectly reasonable—errors in the input data may be more likely than 0.0001. In such cases, approximate rules can be produced based on a sample, i.e., in constant time independent of the size of $r$. With tighter error requirements the sample sizes can be quite large.

The result above is for a given set $X$. The following corollary gives a result for a more stringent case: given a collection $\mathcal{S}$ of sets, with probability $1 - \Delta$ there is no set in $\mathcal{S}$ with error more than $\varepsilon$. 
Table 1: Sufficient sample sizes, given $\varepsilon$ and $\delta$. 

| $\varepsilon$ | $\delta$ | $|s|$ |
|---------|---------|------|
| 0.01   | 0.01    | 27,000 |
| 0.001  | 0.001   | 38,000 |
| 0.01   | 0.0001  | 50,000 |
| 0.001  | 0.001   | 2,700,000 |
| 0.001  | 0.0001  | 3,800,000 |
| 0.001  | 0.0001  | 5,000,000 |

**Corollary 2** Given a collection $S$ of sets and a random sample $s$ of size $|s|$, the probability that there is a set $X \in S$ such that $e(X, s) > \varepsilon$ is at most $\Delta$. 

**Proof.** By Theorem 1, the probability for $e(X, s) > \varepsilon$ for a given set $X$ is at most $\Delta$. Since there are $|S|$ such sets, the probability in question is at most $\Delta$. □

The Chernoff bound is not always very tight, and in practice the exact probability from the binomial distribution or its normal approximation is much more useful.

### 5.2 Probability of a Failure

Consider now the proposed approach to finding all frequent sets exactly. The idea was to locate a superset of the collection of frequent sets by discovering frequent sets in a sample with a lower threshold.

Assume we have a sample $s$ and a collection $S = F(s, \text{low } fr)$ of sets. What can we say about the probability of a failure? A failure is first of all possible if there is a set that should have been checked but was not. That is, sampling might have failed if there is such a collection $T$ of misses that $B^{-}\text{(S U T)}$ has sets that are not in $B^{-}\text{(S)}$. Given such a collection $T$ of potential misses, estimating the probability that all sets in $T$ actually are misses is difficult since the sets are not independent. To get an upper bound one can compute, as if the sets were independent, the probability of any of the sets in $T$ being a miss. This, again, is bounded by considering the whole $B^{-}\text{(S)}$ instead of subcollections $T$. In summary: to estimate the probability of a failure we can compute an upper bound for the probability of a miss.

An interesting aspect is that the upper bound can be computed on the fly when processing the sample. Thus, if an upper bound for the probability of a failure is desired, the frequency threshold low $fr$ can be adjusted dynamically to reduce the probability of a miss.

A variation of Theorem 1 gives the following result on how to set the lowered frequency threshold so that misses are avoided with a high probability.

**Theorem 3** Given a frequent set $X$, a random sample $s$, and a probability parameter $\delta$, the probability that $X$ is a miss is at most $\delta$ when 

$$\text{low } fr < \text{min } fr - \sqrt{\frac{1}{2|s|} \ln \frac{1}{\delta}}.$$ 

**Proof.** Using the Chernoff bounds again—this time for one-sided error—we have 

$$Pr[fr(X, s) < \text{low } fr] \leq e^{-2(\sqrt{\frac{1}{|s|} \ln |s|}/|s|)} \delta.$$ 

□

Consider now the number of sets checked in the second pass by Algorithm 2, in the case of a failure. The collection $S$ can, in principle, grow much. Each independent miss can in the worst case generate as many new candidates as there are frequent sets. Note, however, that if the probability that a given set is a miss is at most $\delta$, then the probability of $f$ independent misses can be at most $\delta^f$. In a pathological case the misses are very much dependent: there is a very large frequent set $X$ such that its subsets only occur with the whole $X$. If $X$ is not frequent in a sample, then also all its subsets are missed. At least in the application domain of supermarket basket data this kind of sets are very unlikely to exist at all.

### 6 Experiments

We now describe the experiments we conducted in order to assess the practical feasibility of using samples for finding frequent sets. We present two new variants of algorithms using sampling and give experimental results.

#### 6.1 Test Organization

We used three synthetic data sets from [AS94] in our tests. These databases model supermarket basket data, and they have been used as benchmarks for several association rule algorithms [AS94, HKMT95, PCY95, SON95, AMS+96]. The central properties of the data sets are the following. There are $|R| = 1,000$ attributes, and the average number $T$ of attributes per row is 5, 10, and 20. The number $|r|$ of rows is approximately 100,000. The average size $l$ of maximal frequent sets is 2, 4, and 6. Table 2 summarizes the parameters for the data sets; see [AS94] for details of the data generation.

We assume that the real data sets from which association rules are discovered can be much larger than
the test data sets. To make the experiments fair we use sampling with replacement. This means that the real data sets could, in principle, have been arbitrary large data sets such that these data sets represent their distributional properties.

We considered sample sizes from 20,000 to 80,000. Samples of these sizes are large enough to give good approximations and small enough to be handled in main memory. Since our approach is probabilistic, we repeated every experiment 100 times for each parameter combination. Altogether, over 10,000 trials were run. We did not experiment with all the frequency thresholds used in the literature; the repeated trials would have taken too long. The tests were run on a PC with 90 MHz Pentium processor and 32 MB main memory under Linux operating system.

### 6.2 Number of Database Passes and Misses

We experimented with Algorithm 1 with the above mentioned sample sizes 20,000 to 80,000. We selected the lowered threshold so that the probability of missing any given frequent set \( X \) is less than \( \delta = 0.001 \), i.e., given any set \( X \) with \( \text{fr}(X) \geq \min_{\text{fr}} \), we have

\[
Pr[\text{fr}(X, s) < \text{low}_{\text{fr}}] < 0.001.
\]

The lowered threshold depends on the frequency threshold and the sample size. The lowered threshold values are given in Table 3; we used in the computations the exact probabilities from the binomial distribution, not the Chernoff bounds.

Figure 1 shows the number of database passes for the three different types of algorithms: the level-wise algorithm, Partition, and the sampling Algorithm 1. Each of the data points in the results shown for Algorithm 1 is the average value over 100 trials. Explaining the results is easy. The level-wise algorithm makes \( K(+1) \) passes over the database, where \( K \) is the size of the largest frequent set. The Partition algorithm makes two passes over the database when there are any frequent sets. For Algorithm 1, the fraction of trials with misses is expected to be larger than \( \delta = 0.001 \), depending on how many frequent sets have a frequency relatively close to the threshold and are thus likely misses in a sample. The algorithm has succeeded in finding all frequent sets in one pass in almost all cases. The number of database passes made by Partition algorithm is practically twice that of Algorithm 1, and the number of passes of the level-wise algorithm is up to six times that of Algorithm 1.

Table 4 shows the number of trials with misses for each data set, sample size, and frequency threshold. In
Table 4: Number of trials with misses.

<table>
<thead>
<tr>
<th>T10.H.D100K</th>
<th>Sample size</th>
</tr>
</thead>
<tbody>
<tr>
<td>min (f_r) (%)</td>
<td>20,000</td>
</tr>
<tr>
<td>0.25</td>
<td>0</td>
</tr>
<tr>
<td>0.50</td>
<td>0</td>
</tr>
<tr>
<td>0.75</td>
<td>0</td>
</tr>
<tr>
<td>1.00</td>
<td>0</td>
</tr>
<tr>
<td>1.50</td>
<td>0</td>
</tr>
<tr>
<td>2.00</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5: Number of trials with misses.

<table>
<thead>
<tr>
<th>T20.H.D100K</th>
<th>Sample size</th>
</tr>
</thead>
<tbody>
<tr>
<td>min (f_r) (%)</td>
<td>20,000</td>
</tr>
<tr>
<td>1.00</td>
<td>0</td>
</tr>
<tr>
<td>1.50</td>
<td>1</td>
</tr>
<tr>
<td>2.00</td>
<td>0</td>
</tr>
</tbody>
</table>

Each set of 100 trials, there have been zero to two trials with misses. The overall fraction of trials with misses was 0.0038. We repeated the experiment with \(\delta = 0.01\), i.e., so that the miss probability of any given frequent set is at most 0.01. This experiment gave misses in fraction 0.041 of all the trials. In both cases the fraction of trials with misses was about four times \(\delta\).

The actual amount of reduction in the database activity depends very much on the storage structures. For instance, if the database has 10 million rows, a disk block contains on average 100 rows, and the sample size is 20,000, then the sampling phase could read up to 20% of the database. For the design and analysis of sampling methods see, e.g., [OR89]. The related problem of sampling for query estimation is considered in more detail in [HS92]. An alternative for randomly drawing each row in separation is, of course, to draw whole blocks of rows to the sample. Depending on how randomly the rows have been assigned to the blocks, this method can give very good or very bad results.

The reduction in database activity is achieved at the cost of considering some attribute sets that the level-wise algorithm does not generate and check. Table 5 shows the average number of sets considered for data set T10.H.D100K with different sample sizes, and the number of candidate sets of the level-wise algorithm. The largest absolute overhead occurs with low thresholds, where the number of items considered has grown from 318,588 by 61,694 in the worst case. This growth is not significant for the total execution time since the items considered are handled entirely in main memory. The relative overhead is larger with higher thresholds, but since the absolute overheads are very small the effect is negligible. Table 5 indicates that larger samples cause less overhead (with equally good results), but that for sample sizes from 20,000 to 80,000 the difference in the overhead is not significant.

To obtain a better picture of the relation of \(\delta\) and the experimental number of trials with misses, we conducted the following test. We took 100 samples (for each frequency threshold and sample size) and determined the lowered frequency threshold that would have given misses in one out of the hundred trials. Figure 2 presents these results (as points), together with lines showing the lowered thresholds with \(\delta = 0.01\) or 0.001, i.e., the thresholds corresponding to miss probabilities of 0.01 and 0.001 for a given frequent set. The frequency thresholds that would give misses in fraction 0.01 of cases approximate surprisingly closely the thresholds for \(\delta = 0.01\). Experiments with a larger scale of sample sizes give comparable results. There are two explanations for the similarity of the values. One reason is that there are not necessarily many potential misses, i.e., not many frequent sets with frequency relatively close to the threshold. Another reason that contributes to the similarity is that the sets are not independent.

In the case of a possible failure, Algorithm 2 generates iteratively all new candidates and makes another pass over the database. In our experiments the number of frequent sets missed—when any were missed—was one or two for \(\delta = 0.001\), and one to 16 for \(\delta = 0.01\). The number of candidates checked on the second pass was very small compared to the total number of itemsets checked.

6.3 Guaranteed \(1 - \Delta\) Success Probability

Setting the lowered threshold for Algorithm 1 is not trivial: how to select it so that the probability of a failure is low but there are not unnecessarily many sets to check? An automatic way of setting the parameter would be desirable. Consider, for instance, an interactive mining tool. It would be very useful to know in advance how long an operation will approximately take—or, in the case of mining association rules, how many database passes there will be.

We now present two algorithms that are guaranteed to find all frequent sets in a given fraction \(1 - \Delta\) of
Table 5: Number of attribute sets considered for data set T10.I4.D100K.

<table>
<thead>
<tr>
<th>min _fr (%)</th>
<th>Sample size</th>
<th>Level-wise</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20,000</td>
<td>40,000</td>
</tr>
<tr>
<td>0.50</td>
<td>382,282</td>
<td>368,057</td>
</tr>
<tr>
<td>0.75</td>
<td>290,311</td>
<td>259,015</td>
</tr>
<tr>
<td>1.00</td>
<td>181,031</td>
<td>158,189</td>
</tr>
<tr>
<td>1.50</td>
<td>52,369</td>
<td>40,512</td>
</tr>
<tr>
<td>2.00</td>
<td>10,903</td>
<td>7,098</td>
</tr>
</tbody>
</table>

Figure 2: Frequency thresholds giving misses in 0.01 cases (points) and lowered thresholds with \( \delta = 0.01 \) and 0.001 (lines).

The greedy Algorithm 3 starts with an empty set \( S \). It then greedily increases the probability of success by adding the most probable misses to \( S \) until the upper bound for the probability of a miss is at most \( \Delta \).

Algorithm 4 is a very simple variation of the level-wise algorithm. It utilizes also the upper bound approximation described in Section 5: it monitors the upper bound of the probability of a miss and keeps the probability small by lowering the frequency threshold \( \text{low}\_fr \), when necessary, for the rest of the algorithm.

To use the level-wise algorithm for the discovery of frequent sets in a sample with the dynamic adjustment of the lowered threshold, the only modification concerns the phase where candidates are either added to the collection of frequent sets or thrown away. In Algorithm 4, lines 8–13 have been added to implement this change. Every time there is a candidate \( X \) that is not frequent in the sample, compute the probability \( p \) that \( X \) is frequent. If the total probability \( P \) of a miss increases too much (see below) with such an \( X \), then lower the frequency threshold \( \text{low}\_fr \) to the frequency of \( X \) in the sample for the rest of the algorithm. Thus \( X \) is eventually considered frequent in the sample, and so are all following candidate sets that would increase the overall probability of a miss at least as much as \( X \).

We use the following heuristic to decide whether the possibility of a miss increases too much. Given a parameter \( \gamma \) in \([0, 1]\), the frequency threshold is lowered if the probability \( p \) is larger than fraction \( \gamma \) of the “remaining error reserve” \( \Delta - P \). More complex heuristics for changing the frequency threshold could be
Algorithm 3
Input: A relation \( r \) over a binary attributes \( R \), a sample size \( ss \), a frequency threshold \( \text{min}\_fr \), and a maximum miss probability \( \Delta \).
Output: The collection \( F(r, \text{min}\_fr) \) of frequent sets and their frequencies at least in fraction \( 1 - \Delta \) of the cases, and a subset of \( F(r, \text{min}\_fr) \) and a failure report in the rest of the cases.
Method:
1. draw a random sample \( s \) of size \( ss \) from \( r \);
2. \( S := \emptyset \);
   // find frequent sets in the sample:
3. while probability of a miss > \( \Delta \) do begin
   4. select \( X \in Bf^{-1}(S) \) with the highest probability of being a miss;
   5. \( S := S \cup \{ X \} \);
   6. end;
   // database pass:
7. compute \( F := \{ X \in S \cup Bf^{-1}(S) \mid fr(X, r) \geq \text{min}\_fr \} \);
8. for all \( X \in F \) do output \( X \) and \( fr(X, r) \);
9. report if there possibly was a failure;

Algorithm 4
Input: A relation \( r \) over a binary attributes \( R \), a sample size \( ss \), a frequency threshold \( \text{min}\_fr \), and a maximum miss probability \( \Delta \).
Output: The collection \( F(r, \text{min}\_fr) \) of frequent sets and their frequencies at least in fraction \( 1 - \Delta \) of the cases, and a subset of \( F(r, \text{min}\_fr) \) and a failure report in the rest of the cases.
Method:
1. draw a random sample \( s \) of size \( ss \) from \( r \);
2. \( P := 0 \);
3. \( \text{low}\_fr := \text{min}\_fr \);
   // find frequent sets in the sample:
4. \( C_1 := \{ \{ A \} \mid A \in R \} \);
5. \( i := 1 \);
6. while \( C_i \neq \emptyset \) do begin
   7. for all \( X \in C_i \) do begin
      if \( fr(X, s) < \text{low}\_fr \) then do
          \( p := Pr[X \text{ is frequent}] \);
      if \( p / (\Delta - P) > \gamma \) then
          \( \text{low}\_fr := fr(X, s) \);
      else \( P := 1 - (1 - P)(1 - p) \);
   8. end;
   9. if \( fr(X, s) \geq \text{low}\_fr \) then
      \( S_i := S_i \cup \{ X \} \);
10. end;
11. \( i := i + 1 \);
12. \( C_i := \text{ComputeCandidates}(S_{i-1}) \);
13. end;
   // database pass:
14. compute \( F := \{ X \in \bigcup_{i \leq i} C_i \mid fr(X, r) \geq \text{min}\_fr \} \);
15. for all \( X \in F \) do output \( X \) and \( fr(X, r) \);
16. report if there possibly was a failure;

We tested Algorithm 4 with maximum miss probability \( \Delta = 0.1 \) and dynamic adjustment parameter \( \gamma = 0.01 \) for two frequency thresholds for each data set. The fraction of trials with misses is shown in Table 6. The fraction successfully remained below \( \Delta = 0.1 \) in each set of experiments.

As Table 6 shows, the fraction of cases with misses was actually less than half of \( \Delta \). The reason is that with a small \( \gamma \) the algorithm tends to be conservative and keeps a lot of space for the probability of a miss in reserve. This is useful when there can be very many candidates. The negligible trade-off is that the algorithm may consider unnecessarily many sets as frequent in the sample.

7 Concluding Remarks
We have discussed the use of sampling in the task of discovering association rules in large databases. We described algorithms that take a random sample from a database, identify those sets that probably are frequent in the database, and then compute the exact frequencies from the rest of the database.

The described algorithms are fairly simple. Two of the algorithms have the property that they discover all frequent sets in one pass in a fraction \( 1 - \Delta \) of the cases, where \( \Delta \) is given by the user. Those cases where sampling possibly missed frequent sets can be recognized, and the missing sets can be found in a second pass.

Our experiments showed that the approach works: all frequent sets can actually be found in almost one pass over the database. For the efficiency of mining association rules in very large databases the reduction of disk I/O is significant.

This work raises two obvious open questions. The first one concerns the discovery of association rules: is there a method for discovering exact association rules
Table 6: Fraction of trials with misses with $\Delta = 0.10$

<table>
<thead>
<tr>
<th>T5.I2.D100K</th>
<th>Sample size</th>
<th>min $fr$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20,000</td>
<td>40,000</td>
</tr>
<tr>
<td>0.50</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>T10.I4.D100K</th>
<th>Sample size</th>
<th>min $fr$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20,000</td>
<td>40,000</td>
</tr>
<tr>
<td>0.75</td>
<td>0.01</td>
<td>0.04</td>
</tr>
<tr>
<td>1.50</td>
<td>0.00</td>
<td>0.02</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>T20.I6.D100K</th>
<th>Sample size</th>
<th>min $fr$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20,000</td>
<td>40,000</td>
</tr>
<tr>
<td>1.00</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td>2.00</td>
<td>0.01</td>
<td>0.03</td>
</tr>
</tbody>
</table>

in at most one pass? The other question is, how much can database mining methods gain from sampling in general?
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