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Abstract. This paper describes a machine learning method, called Re-
gression by Feature Projections (RFP), for predicting a real-valued target
feature. In RFP training is based on simply storing the projections of
the training instances on each feature separately. Prediction is computed
through two approximation procedures. The first approximation process
is to find the individual predictions of features by using the K-nearest
neighbor algorithm (KNN). The second approximation process combines
the predictions of all features. During the first approximation step, each
feature is associated with a weight in order to determine the prediction
ability of the feature at the local query point. The weights, found for
each local query point, are used in the second step and enforce the me-
thod to have an adaptive or context-sensitive nature. We have compared
RFP with the KNN algorithm. Results on real data sets show that RFP
is much faster than KNN, yet its prediction accuracy is comparable with
the KNN algorithm.

1 Introduction

We will describe a method in the paper for predicting a continuous target fea-
ture. Predicting a continuous feature is generally known as regression among
related fields such as machine learning, statistics, pattern recognition as well
as knowledge discovery in databases (KDD) and data mining. There are two
different approaches for regression in the literature:eager and lazy learning. The
term eager is used for the learning systems that construct models that represent
knowledge using the training data. After training, predictions are made by using
this model, which is a compact representation of the data. In lazy learning, on
the other hand, all processing is delayed to prediction phase.

We describe a lazy learning method called Regression by Feature Projections
(RFP), to predict a continuous target, where the instances are stored as their
projections on each feature dimension. In RFP method, we use the KNN algo-
rithm together with linear least squares approximation to find the prediction at
each feature dimension. Then we find the precision of those features at the local
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position of query instance. We define the precision as a local weight which brings
an adaptive or context-sensitive nature to the method. By adaptive, we mean
that the contribution of each feature changes according to the local position
of the query instance. The final prediction is obtained by combining individual
feature predictions and using their local weights.

RFP eliminates some problems met in real data sets. Those are missing fea-
ture values, irrelevant features and normalization of data. The major limitation
of the algorithm is its assumption that contribution of each feature to the final
prediction is independent of other features.

The empirical results show that RFP method is much faster than its natural
competitor KNN, and achieves a comparable accuracy. The description of the
weighted KNN regression algorithm we used for comparisons is given in [5]. For
most data mining or knowledge discovery applications, where very large databa-
ses are in concern, this is thought of a solution because of its small computational
complexity, and elimination of the above problems with real data sets.

In Section 2 and Section 3 description of RFP and its evaluation are given
respectively. Finally in Section 4, conclusions and future works are presented.

2 Regression by Feature Projections

In this section we introduce a lazy regression method based-on feature projec-
tions, called Regression by Feature Projections (RFP). The main property of the
algorithm is that, a different approximation is done for each feature, where the
training data is projected to every feature. This approximation is done by using
the nearest instances to the query point, where these instances may differ at each
feature dimension, independent of other features. The final prediction is found
with the weighted combination of feature predictions.

2.1 Training

As we have described above, training involves simply storing the training set as
projections to the features. This is done by associating a copy of target value with
each projection, then sorting the instances for each feature dimension according
to their feature values. If there are missing values of features, they are simply
ignored on the corresponding features.

2.2 Approximation at Feature Projections

In the first approximation step of the prediction algorithm, we employ the KNN
algorithm at each feature dimension. Since the instances are sorted according to
feature values in the training, the nearest neighbors can be found by a binary
search. Then all K nearest neighbors are found by comparing the sorted feature
values of neighboring instances. After determining the K nearest instances, a
prediction is made for that feature using the feature and target values of these
instances. We apply linear least squares approximation, given by Equation (1)
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to find the predicted target value at a particular feature dimension. Linear least
squares algorithm is described in [4], which minimizes the sum of squared errors
of instances (2).

ȳi = β0 + β1xi1 (1)

Error =
n∑

i=1

(yi − ȳi)2 (2)

where n is the number of instances and yi is the actual target value.
After constructing a linear equation by using the linear least squares al-

gorithm, the prediction at a particular feature projection is done by simply
substituting the feature value of the query instance to this equation.

2.3 Local Weight

Some regions at any feature dimension may produce better approximation than
others. In order to obtain a measure for estimation at a particular feature, we
employ a weighting measure in the prediction algorithm. If the region that query
point fall is smooth, we give a high weight to that feature in the final predic-
tion. By this way we both eliminate the effect of irrelevant features, as well as
the irrelevant regions of a feature dimension. This establishes an adaptive, or
context-sensitive nature, where at different locations in the instance space, the
contribution of features on the final approximation differs. Since we employ li-
near least squares approximation, the smoothness is determined according to the
constructed linear equation.

In order to measure the degree of smoothness, we compute the distance weigh-
ted mean of squared differences of the target values of the nearest neighbors and
their estimated values found by using linear equation. We denote this measure
with Vf shown in Equation (4). By subtracting it from the variance of the target
values of all instances, Vall, we find the explained variance for that region, and
by normalizing it with the variance of training set we obtain a measure, called
prediction index (PI)given in Equation (6). We use the squared PI as the local
weight (LW) for each feature (7).

Vall =
∑n

i=1(yi − ȳ)2

n
(3)

Vf =
∑k

i=1 wi(yi − ȳi)2∑k
i=1 wi

(4)

where n is the number of instances, ȳ is the mean of target values, ȳi is the
estimation of the feature for ith instance and wi is defined in Equation (5).

wi =
1

ε + (xif − xqf )2
(5)

where ε is a positive real number close to zero.
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Training:
Store each feature value with target separately
Sort each input feature dimension according to feature values

Prediction(q,k):
/* q: query instance k: number of neighbors */

Let Sum_weight = 0 and prediction = 0
for each feature f

if feature value of q is not missing
Find k nearest neighbors
/* apply binary search to find the nearest neighbor */

Find linear least squares estimate, Pf
Find local weight, LW
Sum_weight = Sum_weight + LW
prediction = prediction + LW * Pf

prediction = prediction / Sum_weight
return (prediction)

Fig. 1. Training and Prediction Algorithms

PIf =
Vall − Vf

Vall
(6)

LWf =
{

PI2
f if PIf > 0

0 otherwise
(7)

2.4 Prediction

We find the final approximation, by merging the predictions found for each
feature dimension. This is obtained by averaging these results where the local
weights are also employed. Figure 1 summarizes the prediction phase as well as
the training.

If there are missing values of a query instance, this situation is refined by the
prediction algorithm, by simply ignoring the prediction on the feature dimension
whose value of query is missing. Finally a prediction is done by giving higher
weights to the feature predictions, whose local regions at the query location are
smooth.

3 Empirical Evaluation

RFP inherits most properties of other lazy approaches. Two most important
benefits of lazy learning are very small training complexity and handling local
information in the instance space. RFP benefits these properties with an ad-
ditional property of having small prediction time. The method also deals with
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both types of input features, categorical and continuous, and handles irrelevant
features. The single drawback of the method is its inability for dealing with inter-
actions or relations among input features which lead to a decrease in prediction
accuracy. However, we have observed that generally the real world datasets do
not contain such interactions between features [1,2,3]. On the other hand, espe-
cially for large datasets with large number of input features and instances, the
RFP method can be considered as a reliable solution, since it can eliminate the
irrelevant features by assigning them lower weights.

In order to evaluate the prediction performance of a regression method, we
used relative error(RE) computed by the following formula:

RE =
MSE

1
t

∑t
i=1(yt − ȳ)2

(8)

where t is the number of test cases, ȳ is the median of the target values of
training instances and mean squared error(MSE) is defined below.

MSE =
1
t

t∑
i=1

(yt − predictiont)2 (9)

Most of the real world datasets are selected from the collection of datasets
provided by the machine learning group at University of California at Irvine. The
information about the number of instances, features and missing values and the
target features of datasets1 we used for experiments are summarized in Table 1.

Dataset Instances Features Miss.Val. Target Feature
abalone 4177 8 None Rings (Age=Rings+1.5)
cpu 209 9 None Relative CPU Performance
housing 506 13 None Housing Values in Boston
villages1 887 32 Many Animal Resources
villages2 766 32 Many Agriculture Area

Table 1. Datasets

We have measured the error rate RE, using 10-fold cross-validation. We
have compared the results for RFP with the results of distance-weighted-KNN
(WKNN), for K values of 5 and 10.

From the results given in Table 2, we can easily conclude that, RFP achieves
a comparable prediction performance with K-nearest neighbor algorithm. For
villages datasets, where there are many features and missing values, it achieves
lower prediction error.

The computational complexity of RFP is O(m log(n)). It is better than the
complexity of KNN, O(mn), which is apparent in empirical results, especially
for large data sets.
1 The official villages dataset includes data about villages around the same region. It

can be obtained from the authors.
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K Data: abalone cpu housing villages1 villages2
5 RFP 0.56 0.30 0.60 0.94 0.90

10 RFP 0.57 0.25 0.60 0.95 0.90
10 TEST TIME(ms) 768 24 94 430 529
5 WKNN 0.51 0.52 0.39 1.46 1.33

10 WKNN 0.47 0.52 0.39 1.14 1.14
10 TEST TIME(ms) 8047 17.2 143 635 853

Table 2. RE Rates of RFP

4 Conclusions

We have described a regression method called RFP, based on feature projections,
which achieves a fast computation time, by preserving a comparable accuracy
with the most popular lazy method, KNN. The method inherits most of the pro-
perties of lazy regression methods and have some additional benefits. It handles
missing values appropriately simply by ignoring them and handles both nominal
and continuous feature values. Besides them, it does not require a normalization
of the data which is an important process required for KNN algorithm. Finally
RFP is appropriate method for data sets having irrelevant features, since it em-
ploys a weighting for them. The performance results and fast computation time
of RFP encourage us to present this method as a data mining solution for high
dimensional databases with very large sizes. On the other hand the major limi-
tation of RFP is its assumption that the features are independent. Future works
can be directed towards new methods which inherit the advantages of RFP and
deals with interactions, in order to reach much better prediction performance.
Also new methods can be developed for regression that make generalizations on
feature projections, in order to enable the interpretation of data.
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