CS464 Introduction to Machine Learning
Fall 2010
Practice Questions – Nueral Networks
Q1) 
a) 
Design a two-input perceptron that implements the boolean function  A ( (B. 

b) 
Give the trace of the perceptron learning algorithm for this function. Assume that all possible input combinations are given as training examples, the learning rate is 0.2, and the initial values of weights are 0.1.
Q2) Derive a gradient descent training rule for a single unit with output o, where
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 Q3) Consider a two-layer feedforward ANN with two inputs a and b, one hidden unit c, and one output unit d. This network has five weights (wca, wcb, wc0, wdb, wd0), where wx0 represents the threshold weight for unit x. Initialize these weights to the values (.1, .l, .l, .l, .I), then give their values after each of the first two training iterations of the BACKPROPAGATION Algorithm. Assume learning rate is .3, momentum is 0.9, incremental weight updates, and the following training examples:
a   b   d

1   0   1

0   1   0

