CS464 Introduction to Machine Learning
Fall 2010
Practice Questions 4
Q1) Consider the following set of training examples:

	Instance
	Classification
	Attrb1
	Attrb2
	Attrb3

	1
	c1
	a
	T
	a

	2
	c1
	a
	T
	b

	3
	c2
	b
	F
	c

	4
	c1
	c
	T
	d

	5
	c3
	a
	F
	a

	6
	c3
	b
	T
	b

	7
	c2
	c
	F
	c

	8
	c2
	b
	T
	c

	9
	c1
	a
	T
	a

	10
	c1
	b
	F
	b


a) Find the probabilities of all possible classifications. i.e. Find P(Classification=c1), P(Classification=c2), and P(Classification=c3).
b) Find the conditional probabilities of attribute values for given classification values.

c) Using Naïve Bayes algorithm and the probabilities that are found in (a) and (b), find the classification of the following instance together with its probability.

<Attrb1=c,Attrb2=T,attrb3=a>
Q2)  Consider the following set of training examples.
	Instance
	out
	Attrb1
	Attrb2

	1
	1.0
	1.0
	0.0

	2
	3.0
	2.2
	1.0

	3
	5.0
	2.8
	2.0

	4
	6.0
	3.5
	2.2

	5
	7.0
	4.0
	3.0

	6
	8.0
	5.0
	4.0


a) Using 3-nearest neighbor algorithm, find the function value for the instance <Attrb1=3.0,Attrb2=1.8>.
b) Using distance weighted 3-nearest neighbor algorithm, find the function value for the instance <Attrb1=3.0,Attrb2=1.8>.

Q3)  Consider the following training set of examples in two-dimensional space:


positive examples: 
(0,1) (1,2)



negative examples:
(3,0) (3,1)

· What is the linear SVM (the maximum margin linear classifier) for this training set?  Draw it together with training examples.

· Which instances are support vectors? 
· What is the length of the margin for this classifier?
Q4) Consider the problem whose the training examples are given in (Q1)

a) Design GA for this problem. What will be the bit strings for this problem?

b) Give two iterations of GA for this problem. Make the following assumptions during your trace.

· Initial population is {H1,H2,H3,H4} where 




H1: if Attrb1=a then Classification=c1




H2: if Attrb2=T then Classification=c2




H3: if Attrb3=c then Classification=c3




H4: if Attrb1=b and Attrb2=F then Classification=c1

Give the bit string representations of these hypotheses.
· The fitness function is defined as the accuracy of the hypothesis over the training data. Give fitness values of hypotheses
· Select the best two hypotheses with respect to their fitness values for crossover, and use single-point crossover. Assume that the crossover points are 3 for 1st iteration and 5 for 2nd iteration.

· Mutate the worst hypothesis (after cross-over). Assume that mutation points for 4 for 1st iteration and 6 for 2nd iteration.

