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I. Introduction

The main objective of this WP will be to develop collaboration between various partners towards research related with the “Grand Challenges” of the NoE. The two grand challenges of the NoE are

•
(i)  natural high-level interaction with multimedia databases, and

•
(ii) detecting and interpreting humans and human behaviour in videos (containing audio and text information as well).

The grand challenges are ambitious research tasks that involve the whole spectrum of expertise represented within the consortium. Currently, there are neither multimedia databases providing natural high-level interaction nor complete systems extracting semantic information from videos. Even current human detection or face detection methods are far from perfect. Therefore, it is wiser to concentrate on intermediate-scale challenges that can be solved by groups of partners during the duration of the MUSCLE NoE. Four intermediate challenges are identified during the Paris meeting in April and they are open for discussion within the NoE. We also identified the following specific research gaps in current research work on human activity analysis in multimedia and multimedia database systems during the last year: 
· Current face and human body detection algorithms in video are not robust to variations in background, pose and posture.
· Human activity detection and understanding in video using both audio and video tracks of video have not been studied thoroughly. 
· Instantaneous event detection in audio has not been extensively studied. Feature used in speech recognition are extracted from frames of sound data thus they are not suitable for detecting instantaneous events.
· Detection and classification of 3-D textures in video have not been studied. Examples of 3-D textures include fire, smoke, clouds, trees, sky, sea and ocean waves etc.

· Content Based Image Retrieval (CBIR) using both image content and the associated text may produce much better results compared to CBIR systems using only text or only image information.
· Multimedia databases with semi-automatic or automatic natural interaction features do not exist.
· Robust salient image and video features that can be used in CBIR and other related applications have to be developed.
In this report, the above topics are discussed in detail in Sections II to IX. The above topics are potential basis for forming small but concentrated groups of partners. These small groups will be called E-teams as discussed in the April meeting in Paris. The current state of the art within the NoE will be presented in Section X. Finally we will briefly discuss the four intermediate challenges identified in Paris meeting.
II. Robustness Problem of Face and Human Body Detection Algorithms
In order to extract semantic information related with human activity from multimedia data we have to have robust methods for detecting human faces and human body in a given image or a video. Unfortunately, current methods for human face and body detection in video are not robust to changes in background of the video, illumination, pose and posture of human face and body. 

The human face has a high degree of variation in shape and scale. This makes face detection a difficult problem in a given image or a video. A wide variety of techniques have been proposed, ranging from simple edge-based algorithms and wavelet domain methods to colour and various image-feature based methods. 

The face detection algorithms developed by Kanade and his coworkers at Carnegie-Mellon University with titles "Neural Network based face detection" and "A Statistical Method for 3D Object Detection Applied to Faces and Cars" are the most widely used face detection methods. Their work received more than 1000 citations according to the search engine http://scholar.google.com. In these methods, a given image is analyzed in the wavelet domain and some histograms of wavelet coefficients characterizing a given image or an image region are extracted and used as features for classification. Schneiderman and Kanade’s method is easy to implement and computationally efficient but there are many cases in which they fail. For example, the method marks many “faces” in an image of a surface of a rock. There are tens of papers proposing support vector machines or other classifying engines instead of neural networks or the statistical methods used in the original paper to improve the robustness of Schneiderman and Kanade's methods. However, the robustness problem is not due to the machine learning or classification engine side in our opinion. Partner INRIA-Rocquencourt has a variant of this method and we tried to improve its robustness by reducing the search space using the colour information (the search space can be also reduced by detecting the moving parts of the image as human face is a dynamic object in video). The main problem with face detection systems is the difficulty of extracting meaningful salient features from a given image or a video. That is why portions of a rock surface are confused as faces by Scneiderman and Kanade’s method. Meaningful features representing a face have to be defined by the research community and they can be used together with the wavelet histograms or other currently used feature to realize better face detection algorithms.
Similarly, human body has a high degree of variation in posture, shape and scale in an image or video leading to a difficult computer vision problem. The commercial human body detection in video software by General Electric is far from perfect. Again, the main problem is salient feature extraction. Research community has to define meaningful features representing human body accurately and these features should also effectively differentiate the human body from background and other moving parts of the video.

This NoE can make significant improvements to the current state-of-the-art by combining both audio and video tracks of the video for face and human body detection because humans talk and/or walk in typical videos having meaningful semantic information. In fact, visual gait information is even used for biometric identification. Gait sound information is an important additional information, and this may provide improvements over other human detection methods using only the video track data. 
Machine learning systems and recognition engines combining or fusing features extracted from the video track data and the sound features for human body detection should be also developed. Dimensions and frequency of sound and video features will be different. The machine learning system should be capable of fusing these features in a reliable manner.
III. Human activity detection and understanding in video using both audio and video tracks 
As discussed in the previous section there are very few works combining both audio and video track data of a given video. This is mainly due to the fact that researchers work in different “compartments”. A typical researcher trained in image and video area does not follow the literature in speech and audio area and vice versa. This NoE has both image and video, and audio processing groups. Therefore, partners have the ability to develop algorithms and methods using both audio and video tracks of the data.
A complete semantic description of the human activity in multimedia is one of the grand challenges of the NoE and it is hard to achieve this goal. However, algorithms and methods for intermediate challenges such as falling person detection in video, or monitoring children in an intelligent room for safety applications can be developed. Such algorithms and methods can take advantage of the audio and video tracks of the data.

     To achieve this goal, machine learning systems and recognition engines combining or fusing features extracted from the video track data and the sound features for human activity detection should be also developed as discussed in the previous section. 
      For safety applications sound information may provide extremely important additional information reducing false alarms caused by the video track data. Again, an important research problem is feature extraction from the sound data. Current feature extraction algorithms are developed for speech recognition, or speaker identification or recognition. In our case, falling sounds, gait sounds, screams are very short duration sounds and techniques developed for speech recognition purposes may not be suitable for instantaneous sounds.  In the next section, we discuss the feature extraction problem in audio data.
This topic is closely related with one of the intermediate challenges of the NoE- MUSCLE selected by the Scientific Committee. Research involving cross-integration and interaction of multimodal data and data streams will be an important contribution of this NoE.
IV. Feature Extraction for Instantaneous Event Detection in Audio
In recognition, identification, verification and classification methods meaningful feature parameters representing the input signal should be extracted. Speech recognition is the most extensively studied classification problem in which mel-cepstrum or Line Spectral Frequency (LSF) parameters modelling the human vocal tract are extracted from speech signal using Fourier analysis in short-time windows. This short-time Fourier domain framework works in almost all speech signal processing. However, these feature vectors are not suitable for instantaneous event detection from sound data. This is due to the fact that (i) an instantaneous event may last shorter than a typical time window used for mel-cepstrum computations, and (ii) mel-cepstrum and LSF’s are especially designed to model the human vocal-track. 
 Mel-cepstrum only feature parameters work well to detect speech embedded in noise but they do not produce satisfactory results in impact sounds or other short duration sounds because time information is lost during Fourier Transform computation within each window of sound data. Parameters representing time evolution of the instantaneous or short-duration sound should be extracted and they should be used as feature vectors for detecting and classifying short duration sounds.  Such salient sound features may be extracted with the use of ordinary or adaptive multi-resolution wavelet transform (WT). Our experience indicates that even the use of WT instead of discrete Fourier transform for mel-cepstrum computation produces more robust speech recognition results because WT is a “time-scale (frequency)” transform capable of representing time-evolution of the input signal together with related partial frequency domain information. In instantaneous sound detection and classification both frequency domain descriptors based on subband energies and wavelet coefficient based descriptors capturing the time evolution of the instantaneous signal can be used. 
    In addition to the above mentioned methods, vector wavelet-lifting schemes may be used to deal with signals of different dimensions (sounds, images, videos) and for signals of the same dimension but taken at different resolutions. Such approaches are necessary for joint audio-visual data analysis.
Some partners of this NoE submitted a STREP proposal to the  FET-OPEN call of the FP6 on this subject.
V. Detection and Classification of 3-D Textures in Video
Researchers extensively studied 2-D textures and related problems in the field of image processing. On the other hand, there is very little research on three-dimensional (3-D) texture detection in video. Trees, fire, smoke, fog, sea, waves, sky, and shadows are examples of time-varying 3-D textures in video. It is well known that tree leaves in the wind, moving clouds etc. cause major problems in outdoor video motion detection systems. If one can initially identify bushes, trees, and clouds in a video, then such regions can be excluded from the search space or proper care can be taken in such regions, and this leads to robust moving object detection and identification systems in outdoor video. 

Other practical applications include early fire detection in tunnels, large rooms, atriums and forests; wave-height detection, automatic fog alarm signaling in intelligent highways and tunnels. 
One can take advantage of the research in 2-D textures to model the spatial behaviour of a given 3-D texture. Additional research has to be carried out to model the temporal variation in a 3-D texture. For example, a 1960’s mechanical engineering paper claims that flames flicker with a frequency of 10 Hz. However, we experimentally observed that flame flicker process is not a narrow-band activity but it is wide-band activity covering 2 to 15 Hz. Zero-crossings of wavelet coefficients covering the band of 2 to 15 Hz is an effective feature and Hidden Markov Models (HMM) can be trained to detect temporal characteristics of fire using the wavelet domain data. Similarly, temporal behaviour of tree leaves in the wind or cloud motions should be investigated to achieve robust video understanding systems including content based video retrieval systems. 
VI. Content Based Image Retrieval (CBIR) using both image content and the associated text and audio
Recognizing objects in images and video is an unresolved open problem. Obviously, this is a very difficult problem but one can take advantage of written language resources for building a large-scale visual dictionary. Current CBIR systems retrieve images according various similarity measures using color histograms, wavelet coefficients, edge information of a given region etc. These feature sets do not “know” anything about the object to be queried by the user. If there is some text related with a given image or video the textural information may provide an invaluable clue for object recognition. A CBIR system using salient image features for object representation and the associated textual information will be a novel and practical system.

The main idea is to use text and lexical resources to identify objects that might be found in a given image, and then constituting a large visual dictionary of those objects by trawling image repositories on the Web. For example, from lexical resources or text mining, one might find a text containing "crying child,” and the web file may have attached images or videos of a crying child.  Then researcher could gather images or video of the crying child with the help of an intelligent CBIR system in spite of  the lack of specific annotation of the images and video. The associated audio and video may be fed to a machine learning system for automatic or semi-automatic indexing.
One solution to the recognition problem is to use statistical methods to associate words or phrases to image regions. It is very expensive to build manual annotation for image and video databases. Therefore, automatic extraction of the annotation information from the associated text or audio is a challenging research problem which can be solved using currently available NLP and machine learning methods. One general approach is to learn models for the joint statistics of image components and words from the training examples consisting of such cross-modal data. The statistical models learned from such data also support browsing, searching by text, image features, or both, as well as novel applications such as suggesting images for illustration of text passages (auto-illustrate), attaching words to images (auto-annotate).

This topic is closely related with one of the intermediate challenges of the NoE in Paris meeting.  In addition, some partners of the NoE submitted a STREP proposal called OntoImage to the call 2.4.7 Semantic-based Knowledge and Content Systems of the FP-6. OntoImage proposes the creation of enabling resources and technology for extracting information from images, and from images embedded in text. This will lead to the creation of a large scale image ontologies that can not only be shared among image and video processing researchers to perfect image processing and object recognition techniques but general public as well. \footnote{This section is prepared from communications of Pinar Duygulu of Bilkent and Gregory Grefenstette of CEA}.
VII. Multimedia databases with semi-automatic or automatic natural interaction
We and other research groups outside the NoE already have Content Based Image and Retrieval (CBIR) systems with varying degrees of accurate retrieval rates. On the other hand, there are very few content based video retrieval systems, which have very clumsy user interfaces. 

A database with speech and Natural Language Processing (NLP) based interface for Q&A will be a new and innovative extension to the currently available image and video database management systems. An NLP-based interface is especially important to enter a query and modify an initial query in an interactive manner or to correct an inaccurate query. Two of the future research recommendations in ACM SIGMM Report on Future Directions in Multimedia Research (published in 2004) are related with this topic. These are:
· make authoring complex multimedia titles as easy as using a word processor or drawing program; and
· make capturing, storing, finding, and using digital media an everyday occurrence in our computing environment. 
To achieve these goals NLP based interaction is utmost important. For example, an ordinary person should be able to query a multimedia database by saying statements like “bring me the videos having persons exiting a specific door,”   “retrive me the videos containing cows feeding themselves in a green pasture,” etc.  To answer these queries the videos in the database should be annotated in a semi-automatic or (hopefully) automatic manner. At this point, we are far from automatic annotation but semi-automatic annotation of a video is a feasible goal. For example, moving object tracking software and algorithms currently available in the NoE can be used to extract motion information in a given video. In addition, currently available video indexing algorithms can be used to extract key frames which can be manually interpreted and annotated.
Another important idea that can improve the performance of MM databases is the concept of  relevance feedback. A built-in fully-automatic or semi-automatic machine learning system may judiciously update the Q&A process using relevance feedback information.

This NoE has an important potential to deal with problems mentioned in this section in the sense that there are partners covering all aspects of  the above open problems in NLP, speech, audio, image, and video processing, and machine learning, who can develop relevance feedback and active/supervised learning based methods for semi-automatic access and manipulation of the multimedia databases. One of the potential intermediate challenges of the NoE  is closely related with this important research subject.
VIII. Robust salient image and video features that can be used in object recognition and CBIR
Currently used image and video features include colour histograms, histograms of wavelet coefficients, object edges etc are fine descriptors of images and video and they provide reasonable retrieval rates in CBIR systems. However, these features lack “soul”, in other words, they are not specific to the queried objects. Actually, this topic is inherently discussed in above sections because it is common to all research problems concerning the retrieval of relevant items and events from deluge of information in multimedia data or data-streams. Due to this reason, the Scientific Committee of the NoE also selected this research topic as one of the intermediate challenges.

In speech, speaker recognition and speech coding field salient features such as mel-cepstrum or LSF parameters describing the vocal-track information are successfully used. Similar features with “soul” should be identified for image understanding problems. Clearly, it may be difficult to define salient features for an arbitrary object however new salient features for human faces, human body, and some specific objects such as animals, cars, trees etc can be identified and used in CBIR systems.  For example, a widely used salient feature for human detection in video is the moving object boundary information. We should investigate additional salient features leading to robust identification of people in video. Here are some specific examples: Partners Bilkent and Technion-ML independently observed that periodicity of gait information is an important additional indicator. Technion-ML group used eigen-decomposition of periodic motions to classify moving objects in addition to the object boundary information. Their approach was a top-down approach in the sense that they used prior knowledge. Bilkent group observed the periodicity in wavelet coefficients of the height/width ratio signal of the moving object boundary and used this information for falling person detection. Similarly, flames flicker in a random manner with spectrum covering the range of 2 to 12 Hz. This is a data-driven salient feature which can be used in flame detection. 
 As discussed in the previous paragraph salient features, in general, can be developed from bottom-up, i.e., in a data-driven manner or top-down from prior knowledge. Data driven approach may require the use of automatic or semi-automatic machine learning methods.

Defining salient features and extracting meaningful features from multimedia data is a challenging research problem. It is also a common problem in many fields. Salient features for the image and video analysis problems covered by the grand challenges of the NoE will be developed during the next three years.
IX. Write-Chat Software
The third research topic recommended by ACM SIGMM Report on Future Directions in Multimedia Research (published in 2004) is to make interaction with remote people and environments nearly the same as interactions with local people and environments.
The write-chat software is related with the above recommendation. We developed a hand-writing based chat software to communicate over the Internet.  The main feature of this software is that equations or graphs can be drawn on an ordinary piece of paper (or a blackboard) an a web-camera based system captures and transmits the background view over the Internet. The foreground consists of hand and pen (or the instructor, if a blackboard is used for discussions) and the background consists of hand-writings. In this particular case the background and the associated audio carries the useful information. That is why the background video instead of the foreground video is transmitted. This concept is independently investigated by researchers from Microsoft Research “Why take notes? Use the Whiteboard Capture System,” by Li-wei He, Zicheng Liu, Zhengyou Zhang presented at IEEE ICASSP 2003 and a related paper was presented at IEEE ICASSP in 2004.
The background is recursively estimated using an IIR filter from captured video frames using the method developed by Kanade and his coworkers.  The main advantage of using background is encoding efficiency because the background image is smoother than actual image frames of the video and the encoder does not try to compress the instructor or the hand, which do no carry any information.  

A one-bit per pixel version of the software is also developed for very low bit Internet channels.  This is another advantage of the background based transmission because the background image can be quantized to one-bit without causing disturbing effects and without loosing any useful information. Since the images of the blackboard (the notepad) are binary in nature consisting of writings and drawings on the board (the paper).

The software is tested between Cyprus and Turkey. The software will be placed to WP-11 webpage and it will be used to communicate between ENST, Paris and Bilkent University this summer.   
X. Current Research related with Grand Challenges of the NoE 
A grand challenges workshop was organized in Paris in April 2005. A total of six papers covering various aspects of grand challenges of the NoE were presented in the workshop and there were about 50 participants from almost all partners of the NoE. The following papers providing partial solutions to the grand challenges were presented in the meeting:
· Behavior classification by eigen-decomposition of periodic motions, Roman Goldenberg, Ron Kimmel, Ehud Rivlin and Michael Rudzsky, CS Dept., Technion, Israel

· BilVideo: Video Database System, Sengor Altingovde, Ugur Gudukbay and Ozgur Ulusoy, Computer Engineering Department, Bilkent, Turkey
· Tracking multiple humans using fast mean-shift mode seeking, Herbert Ramoser and Csaba Beleznai, Advanced Computer Vision GmbH -ACV, Austria

· Falling person detection using HMM modeling of audio and video, Ugur Toreyin, Yigithan Dedeoglu, A. Enis Cetin, Electrical and Electronics Engineering Department, Bilkent University
· Calibrating cameras in cluttered environment and registering moving people, T. Sziranyi, Z. Szlavik and L. Havasi, Sztaki, Hungary
· The Use of Face Indicator Functions for Video Indexing and Fingerprinting, C. Costases, N. Nikolaidis, I. Pitas, and V. Solachidis, Aristotalean Univ. of Thessaloniki, Greece 
In addition, INRIA-IMEDIA has a human face detection system, and a CBIR system. CWI and ENST developed wavelet-morphological image analysis methods. TUC, Cambridge University, INRIA, CEA and NTUA have extensive research and development experience in speech recognition and NLP.  This shows that solutions to the intermediate challenges proposed by the Scientific Committee can be developed by the MUSCLE community. 
XI.  Intermediate Challenges of the NoE and E-teams
During the April meeting in Paris formation of E-teams were proposed. Each E-team may consist of three to five partners. Research topics discussed in Sections II to IX can be potential topics for forming E-teams. These research topics are also closely related with the proposed intermediate challenges of the NoE.
Intermediate challenges of the NoE will be finalized after getting feedback from all partners. The following four intermediate challenges were determined by the Scientific Committee of the NoE in April 2005. According to the feedback from the partners intermediate challenges may be modified or some of them may be dropped or they may be assigned different priorities before the end of the year.
Intermediate Challenge C1: Access and annotation of MM collections
· Relevance feedback and active/supervised learning:  Learning and concept elucidation (based on features) occurs through judicious interaction with a supervisor. 

· Dialogue systems in NLP (WP10):  Speech recognition and NLP used to expedite access and annotation; 

· Innovative interfaces for access and annotation: 

· Output: e.g. visualising the system’s state of mind

· Input: e.g. tactile, or eye-tracking

Intermediate Challenge C2: Cross-integration/interaction of multimodal data (streams)
· Video and multimodal sensor networks (e.g. video, audio, motion, voice/speech) deployed in home- or office-environment;

· Need for correlation, interaction and integration of data-streams to identify significant spatio-temporal patterns;

· Applications (not exhaustive):  

· Multimodal video analysis

· Telepresence in meeting room scenario, 

· Activity classification in smart environments (e.g. to assist caretakers of children and elderly people)

Intermediate Challenge CC3: Saliency and Attention:
Extracting relevant items/events from deluge of information in multimedia data or data-streams

Different approaches: 

· Bottom-up: saliency (data-driven) 

· Top-down: input of prior knowledge

· Prediction & expectation failure in datastreams

· Others, e.g. gaze tracking

Intermediate Challenge  C4:  Probing the Web for multimedia semantics 
· Harnessing the vast amounts of information available on the web; e.g. creating an image ontology

· Propagation of semantics & feature generation: e.g. propagating annotations based on visual similarity;

· Innovative ways of tapping into online resources:  e.g. it will be possible to question Cyc online for common knowledge.

