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Abstract. Automatic detection of a falling person in video is an important 
problem with applications in security and safety areas including supportive 
home environments and CCTV surveillance systems. Human motion in video is 
modeled using Hidden Markov Models (HMM) in this paper.  In addition, the 
audio track of the video is also used to distinguish a person simply sitting on a 
floor from a person stumbling and falling. Most video recording systems have 
the capability of recording audio as well and the impact sound of a falling 
person is also available as an additional clue. Audio channel data based 
decision is also reached using HMMs and fused with results of  HMMs 
modeling the video data to reach a final decision. 

1   Introduction 

Detection of a falling person in an unsupervised area is a practical problem with 
applications in safety and security areas including supportive home environments and 
CCTV surveillance systems. Intelligent homes will have the capability of monitoring 
activities of their occupants and automatically provide assistance to elderly people 
and young children using a multitude of sensors including surveillance cameras in the 
near future [1, 2, 3]. Currently used worn sensors include passive infrared sensors, 
accelerometers and pressure pads. However, they may produce false alarms and 
elderly people simply forget wearing them very often. Computer vision based systems 
propose non-invasive alternatives for fall detection. In this paper, a video based 
falling person detection method is described. Both audio and video tracks of the video 
are used to reach a decision.  

Video analysis algorithm starts with moving region detection in the current image. 
Bounding box of the moving region is determined and parameters describing the 
bounding box are estimated. In this way, a time-series signal describing the motion of 
a person in video is extracted. The wavelet transform of this signal is computed and 
used in Hidden Markov Models (HMMs) which were trained according to possible 
human being motions. It is observed that the wavelet transform domain signal 
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provides better results than the time-domain signal because wavelets capture sudden 
changes in the signal and ignore stationary parts of the signal. 
Audio analysis algorithm also uses the wavelet domain data. HMMs describing the 
regular motion of a person and a falling person were used to reach a decision and 
fused with results of HMMs modeling the video data to reach a final decision. 
     In [4] motion trajectories extracted from an omnidirectional video are used to 
determine falling persons. When a low cost standard camera is used instead of an 
omnidirectional camera it is hard to estimate moving object trajectories in a room. 
Our fall detection method can be also used together with [4] to achieve a very robust 
system, if an omnidirectional camera is available. Another trajectory based human 
activity detection work is presented in [5]. Neither [4] nor [5] used audio information 
to understand video events. 

In Section 2, the video analysis algorithm is described and in Section 3, the audio 
analysis algorithm is presented. In Section 4, experimental results are presented. 

2   Analysis of Video Track Data 

Our video analysis consists of three steps: i) moving region detection in video, ii) 
calculation of wavelet coefficients of a parameter related with the aspect ratio of the 
bounding box of the moving region, and iii) HMM based classification using the 
wavelet domain data. Each step of our video analysis algorithm is explained in detail 
next. 
 

i) Moving region detection: The camera monitoring the room is assumed to be  
stationary. Moving pixels and regions in the video are determined by using a 
background estimation method developed in [6]. In this method, a background image 
Bn+1 at time instant n+1 is recursively estimated from the image frame In and the 
background image Bn of the video as follows: 

where In(k, l) represents a pixel in the nth video frame In, and a is a parameter between 
0 and 1. Moving pixels are determined by subtracting the current image from the 
background image and adaptive thresholding (cf. Fig. 1a). For each pixel an adaptive 
threshold is estimated recursively in [6]. Pixels exceeding thresholds form moving 
regions and they are determined by connected component analysis. 
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We do not need very accurate boundaries of moving regions. Hence the above 
computationally efficient algorithm is sufficient for our purpose of estimating the 
aspect ratios of moving regions in video. Other methods including the ones described 
in [7] and [8] can also be used for moving pixel estimation but they are 
computationally more expensive than [6]. 
 

ii) Feature extraction from moving regions and the wavelet transform: After a 
post-processing stage comprising of connecting the pixels, moving regions are 
encapsulated with their minimum bounding rectangles (cf. Fig.1b). Next, the aspect 



ratio, ρ, for each moving object is calculated. The aspect ratio of the ith moving object 
is defined as: 
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where Hi(n) and Wi(n) are the height and the width of the minimum bounding box of 
the ith object at image frame n, respectively, We then calculate the corresponding 
wavelet coefficients for ρ. Wavelet coefficients, wi’s, are obtained by high-pass 
filtering followed by decimation as shown in Fig. 2. 

 
        (a)     (b) 

Fig. 1.  (a) Moving pixels, and (b) their minimum bounding boxes are determined 

 

Fig. 2. Wavelet coefficients, wi corresponding to aspect ratio ρi are evaluated with an integer 
arithmetic high-pass filter (HPF) corresponding to Lagrange wavelets [9] followed by 
decimation 
 

The wavelet transform of the one-dimensional aspect ratio signal is used as a 
feature signal in HMM based classification in this paper. It is experimentally observed 
that the aspect ratio based feature signal exhibits different behaviour for the cases of 
walking and falling persons. A quasi-periodic behaviour is obviously apparent for a 
walking person in both ρ(n) and its corresponding wavelet signal as shown in Fig. 3. 
On the other hand, the periodic behaviour abruptly ends and ρ(n) decays to zero for a 
falling person or a person sitting down. This decrease and the later stationary 
characteristic for fall is also apparent in the corresponding subband signal (cf. Fig. 4). 

Using wavelet coefficients, w, instead of aspect ratios, ρ, to characterize moving 
regions has two major advantages. The primary advantage is that, wavelet signals can 
easily reveal the aperiodic characteristic which is intrinsic in the falling case. After 
the fall, the aspect ratio does not change or changes slowly. Since, wavelet signals are 
high-pass filtered signals, slow variations in the original signal lead to zero-mean 
wavelet signals. Hence it is easier to set thresholds in the wavelet domain which are 
robust to variations of posture sizes and aspect ratios for different people. This 



constitutes the second major advantage. We set two threshols, T1 and T2 for defining 
Markov states in the wavelet domain as shown in Fig. 3. The lower threshold T1 
basically determines the wavelet signal being close to zero. After the fall, ideally the 
wavelet signal should be zero but due to noise and slow movements of the fallen 
person the wavelet coefficients wiggle around zero. The use of wavelet domain 
information also makes the method robust to variations in object sizes. This is 
achieved by the use of the second threshold T2 to detect high amplitude variations in 
the wavelet signal, which correspond to edges or high-frequency changes in the 
original signal. When the wavelet coefficients exceed the higher threshold T2 in a 
frequent manner this means that the object is changing its shape or exhibiting periodic 
behaviour due to walking or running. 
 

iii) HMM based classification: Two three-state Markov models are used to 
cla

ig. 3.

ssify the motion of a person in this paper. Non-negative thresholds T1 < T2 
introduced in wavelet domain, define the three states of the Hidden Markov Models 
for walking and falling, as shown in Fig. 5a and b, respectively. 
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At time n, if |wi(n)| < T1, the state is in S1; if T1 < |wi(n)| < T2, the state is S2; else 
if |w (n)| > T2, the state S3 is attained. During the training phase i

nsition probabilities auv and buv, u,v = 1, 2, 3, for walking and falling models are 
estimated off-line, from a set of training videos. In our experiments, 20 consecutive 
image frames are used for training HMMs. 
 

 

of the HMMs 
tra

  

For the w pect similar 
ansition probabilities between the states. Therefore the values of a’s are close to 

ea

or the moving object detected in the viewing range of the camera. This 
sta

3   Analysis of Audio Track Data 

riminate between falling and sitting down 
cases. A typical stumble and fall produces high amplitude sounds as shown in Fig. 6a, 

 
 
 
 
 

     (a)      (b) 
Fig. 5. Three state Markov models for (a) walking, and (b) falling 

 
alking person, since the motion is quasi-periodic, we ex

tr
ch other. However, when the person falls down, the wavelet signal starts to take 

values around zero. Hence we expect a higher probability value for b00 than any other 
b value in the falling model, which corresponds to higher probability of being in S1. 
The state S2 provides hysteresis and it prevents sudden transitions from S1 to S3 or 
vice versa.  

During the recognition phase the state history of length 20 image frames are 
determined f

te sequence is fed to the walking and falling models. The model yielding higher 
probability is determined as the result of the analysis for video track data. However, 
this is not enough to reach a final decision of a fall. Similar w vs. time characteristics 
are observed for both falling and ordinary sitting down cases. A person may simply sit 
down and stay stationary for a while. To differentiate between the two cases, we 
incorporate the analysis of the audio track data to the decision process. 

In this paper, audio signals are used to disc

whereas the ordinary actions of bending or sitting down has no distinguishable sound 
from the background (cf. Fig. 6b). The wavelet coefficients of a fall sound are also 
different from bending or sitting down as shown in Fig. 7. Similar to the motivation in 
the analysis of video track data for using wavelet coefficients, we base our audio 
analysis on wavelet domain signals. Our previous experience in speech recognition 
indicates that wavelet domain feature extraction produces more robust results than 
Fourier domain feature extraction [10]. Our audio analysis algorithm also consists of 
three steps: i) computation of the wavelet signal, ii) feature extraction of the wavelet 
signal, and iii) HMM based classification using wavelet domain features. 



i) Wavelet signal: We use the same high-pass filter followed by a decimation 
block shown in Fig. 2, to obtain a wavelet signal corresponding to the audio signal 
ac
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 to audio track 
ata are further analyzed to extract features in fixed length short-time windows. We 

on stumbles and falls, Zi decreases whereas σi
2 increases. So we define a 

feature parameter κ in each window as follows: 
 

companying the video track data. The wavelet signals corresponding to the audio 
track data in Fig. 6a and b, are shown in Fig. 7a and b, respectively. 
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ig. 6. Audio signals corresponding to (a)

1.8x105, and (b) talk
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ing (0 - 4.8x105), bending (4.8x105 – 5.8x105), talking

walking (8.9x105 – 10.1x105), bending (10.1x105 - 11x105), and talking (11x105 - 12 x105) 
cases. The sound signals are sampled with 44,100 Hz 
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05), bending (2.4x105 – 2.9x105), talking (2.9x105 – 4.5x10
(4.5x105 – 5x105), bending (5x105 – 5.5x105), and talking (5.5x105 - 6 x105). 
 
    ii) Analysis of wavelet signals: The wavelet signals corresponding
d
take 500-sample-windows in our implementation. Our sampling frequency is 44.1 
KHz. We determine the variance, σi

2, and the number of zero crossings, Zi, in each 
window i.  
    We observe that, walking is a quasi-periodic sound in terms of σi

2 and Zi. However, 
when a pers
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where the index  i indicates the window number. The parameter κ takes non-negative 
values. 
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v re utt d, re hile Zi dec  w su larger 
compared to consonant utterances. Variation of κ values versus sample numbers for 
different cases, are shown in Fig. 8. 
 

iii) HMM based classification: In this case, three three-state Markov models are 
e walking, talkused to classify th

T1’ < T2’ introduced in κ domain, define three states of the Hidden Markov Models 
for walking, talking and falling, as shown in Fig. 9a, b, and c, respectively. 
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sification 

For the ith window of the wavelet signal, if |κi| < T1’, state S1; if T1’ < |κi| < 
e S2; else if |κi| > T2’, state S3 is attained. During the training phase, transitio
babilities, auv, buv, and cuv, u,v = 1, 2, 3, for walking, talking, and falling model

 
F
cl
 

st
p
re ely, are e ne. These bi re estimate
c
windows for training HMMs. 



During the classification phase a state history signal consisting of 20 κ values are 
estimated from the sound track of the video. This state sequence is fed to the walking, 
talking, and falling models in running windows. The model yielding highest 
probability is determined as the result of the analysis for audio track data. We then 
combine this result with the result of the video track analysis step using the logical 
“and” operation. Therefore, a

 
 “falling person detected” alarm is issued only when 

bo

ng 
and talking video clips. A total of 64 video clips having 15,823 image frames are 
used. In all of the clips, only one moving object exists in the scene. Contents of the 

n Table 1. 

th video and audio track data yield the highest probability in their “fall” models. 

4   Experimental Results 

The proposed algorithm works in real-time on an AMD AthlonXP 2000+ 1.66GHz 
processor. As described above HMMs are trained from falling, walking, and walki

test video clips are summarized i

Table 1. Video content distribution in the test set 

Video Content Include Audio No. of Clips 

Walking + 
Talking Yes 16 

Sitting down + 
Talking Yes 5 

Sitting down Yes 4 

Walking + 
Falling Yes 25 

Walking + 
Falling No 14 

 
 
    As can be seen 1, 14 of th s having falls not have audio track 
data, hence we only e of the vid ck data analy art of our method to 
determine whether s place. Image frames from the above video clips are 
shown in Figure 10. 

  The classification results for the above test data with only video analysis and both 
udio and video analysis are presented in Table 2. There is no way to distinguish a 
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a
person intentionally sitting down on the floor from a falling person, if only video 
track data is used. When both modalities are utilized, they can be distinguished and 
we do not get any false positive alarms for the videos having a person sitting down as 
shown in Table 2. 
 
 
 



 
 
 

Table 2. Detection results for the test set 

No. of Clips in which  
Falling is Detected Video Content Include Audio No. of Clips 

Video Audio+Video 
Walking + 

Talking Yes 16 0 0 

Sitting down + 
Talking Yes 5 5 0 

Sitting down Yes 4 4 0 

lking + Falli Yes 25 25 25 

alking + Falling No 14 14 14 
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Fig. 10. Image frames from falling, sitting, and walking and talking clips 
 

 
 
 
 
 
 
 
 
 
 

 



5   Conclusion 

A method ed. Main 
contribution of this work is the use of bot audio and video tracks to decide a fall in 
video. The audio information is essential to distinguish a falling person from a person 
simply sitting down or sitting on a floor. Three-state HMMs are used to classify 

ameters of HMMs are extracted from temporal wavelet signals 
describing the bounding box of moving objects.  Since wavelet signals are zero-mean 
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 for automatic detection of a falling person in video is develop
h 

events. Feature par

signals, it is easier to define states in HMMs and this leads to a robust method against 
variations in object sizes. 

The method is computationally efficient and it can be implemented in real-time in 
a  PC type computer. 

Similar HMM structures can be also used for automatic detection of accidents and 
stopped vehicles in highways which are all examples of instantaneous events 
occurring in video. 
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