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Abstract

In 1996, the Univesity of North Canlina at Charlotte was
awarded a two-year NSF gnt1 to integrate paallel pro-
gramming into the Feshman Computer Science curricu-
lum. We ae pleased toaport on the esults of the fat full
year of this poject. In addition, a comphensive Senier
level couse has been #eloped and delived to major
North Carolina universities through the statewide televideo
network (NC-REN network) in a continuing cocaere
venture This coopeation has led to seral nav aspects of
teading pamllel programming because its use of distance
learning Educational materials including web ges for
instruction and audio of lectas with “automatically-turn-
ing” slides (developed by NC State Unigty). Another
new aspect for undgraduate paallel programming edu-
cation is the use of guest speekto &posing students to
the state of the art. In this papere will describe our meth-
ods, eperiences, and materials in our @dlel program-
ming activities. The cose materials will form a major
textbook whib will be published by Rntice Hall in 1997/
98, the fist undegraduate couse tetbook concenéting
upon the use of workstations in parallel computing.

1 Introduction

The University of North Carolina at Charlotte (UNCC),dik
mary institutions in the countryhas ofered parallel pro-

gramming courses at the graduate and senior undergraduat

level for several years. dols that hae been used at UNCC
for these courses included transputer systems, Legtar
allel programming simulator [5], and more lately net-
worked workstations using pvm/MPI. In 1996, a major
effort was started to bring parallel programming truly into
the undegraduate curriculum follsing the avard of a
grant from the National Scienceotindation for this pur-
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pose. The catalyst for the \ddopment is the widespread
awailability of high performance netwked workstations
for student computing, coupled with the egesrce of
usable and widelyvailable parallel programming tools for
these netwrked workstations. The first really successful
software tool vas pvm (parallel virtual machine) [1][2],
awailable on a wide range of platforms includireysion for
PCs. More recentlya standard for message-passing has
been established, MPI (Messageass$ing Intedce)
[3][7][8]- This standard reinforces the acceptance of mes-
sage-passing in parallel computing.

In this paper, we will describe our two major thrusts; in
the Freshman year and in the senior y&arboth cases,
web-based materials were used for\amly of courseork
and program compiling instructions.

2 Computing Platform

We have lage numbers of students passing through aw v
ious parallel programming courses@&l hundred/year),
and a suitable computing platformagvessential. Our first
attempt vas to use the small departmental cluster afkw
stations (SUNs, SGls, and Pentiumsgrowhich we hee
total control over. Initially pvm/xpvm was selected. Having
a heterogeneous neatvk was particularly attracte as then
the efects of diferent types of computersorking collec-
tively on a problem could be illustrated. Thiasafine for
the small pilot courses in Spring and Summer 19@6itb
oon becamevaent that this cluster @uld be inadequate
or large numbers of students. The main probleas that
the netvork is not dedicated to parallel programming and
indeed the Pentiums could be switched betweémdbWws
NT and UNIX without the knowledge of remote users.

The much lager Collgge of Engineering netwvk con-
sists of 400+ wrkstations, mainly SUNs and Pentiums.
This network does not ha remote login/rsh/sec pri-
leges because of administregi decision. This prents
multiple general-purpose ofkstations being enrolled in
PVM/MPI. To overcome this problem, a dedicated set of
SUN boyes has been assembled as a ‘PVM/MPI cluster’ in
a closet. This cluster can only be used by remote access. W
hawe used Collge of Engineering surplusaskstations ini-



tially (SUNs). We will be adding to this cluster thos@nk- 4 Freshman Parallel Programming
stations that become surplus (i.e. last yearddels) and so

this cluster is expected to grow! Currently the cluster uses a oyr Freshman programming courses are a-gamester
single Ethernet. Research is ongoing in the department 0sequence consisting of m2-credit hour lecture courses
dewlop a unique interconnection structure for this cluster jnd two 1-credit hour labs. Currently in the labs, the under-
which tales into account its purpose for parallel program- |ying language in the first semester is C and in the second

ming only. semester C++. The lecture content is modelled after the CS-
1 and CS-2 courses of theCM. However we hae added
3 Web-based Materials some material on parallel programming in what appears to

be a unique and innovative way. Our approach relies on our
extensive network of Sun workstations and high-end PCs to
deliver a distriited workstation parallel computational
environment.

Home pages havbeen created for all the parallel program-
ming courses. &1 the teleclass especiallybecame partic-
ularly useful for preiding assignments, additional
materials and programs that the students coudnliad )
remotely Howewer in general prdding detailed instruc- 4.1 First Semester

tions on hav to use the parallel programming tools &w
useful. A couple of snapshot of pages from Our CS-1 course, (CSCI 1201[lecture] and CSCI 1201L

www.cs.uncc.edu/par_prog are hoin Figure 1 and Fig- [lab]) is typically talen by our majors in their first semester

ure 2. Figure 1 shws the links to the Freshman courses, at UNCC. The lecture portion vers werviens of von
CSCI 1201 and CSCI 1202 and the teleclass. Figure 2 Neumann architecture and the compile/link/lozdteite
shaws a picture of part of the original departmental net- Process, algorithm delopment, arious searching/sorting

work, and the indeto the instructions for running pvm pro- algorithms, and bas.ic Qata structur_es including arrays,
grams. A similar page exists for MP!. stacks, queues, and ledklists. The lab introduces the basic

data types and control structures through programming
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Figure 1 Front page of www.cs.uncc.edu/par_prog



assignments in C during the first part of the semeR3tent- parallel computing in that first semest€he lab portion is

ers, linled lists, and structures are introduces through the strictly a “gee whiz, isri’this a neat wy to speed things

programming assignments in the latter part of the semester up” approach. Theatt that the first semester lab uses C as

Parallel computing is introduced at roughly the mid-term the programming language, of course ties in nicely with our

point through a lab assignment. PVM or MPI tools. By the midpoint of the first semester
The parallel programming objective of that first semes- lab, the students are fully capable of reading and under-

ter lab assignment is purely tanbiliarize the students with  standing the demo program with minima& $upport. This

the parallel programming emonment at UNCC by parallel computing assignment also gives them an introduc-

acquainting them with the process of editing, compiling, tion to a topic that will pree invaluable in later courses:

and running parallel programs. Midw through the first makefiles.

semester lab tlyeare gven a multi-part parallel program-

ming assignment. The first part consists oiewing web 4.2 Second Semester

pages of material on PVM and MPI. Thare &pected to

modify their environment (by copying down various config- The second semester lectutgltis on that first semester lab

uration files from the web) as part of thigiesv. They are experience. @pics in the second semester lecture course

then askd to run a demo program on a multskstation (CSCI 1202 at UNCC) include more in-depttork with

platform and explain what it does and why there is a speed- data structures (arrays, stacks, queuesgdinksts, trees,

up when muItipIe processors are introduced into the solu- graphs) and a|gorithms incorporating theror E(amp|e,

tion. The objectie is to aimiliarize them with the parallel we look at time and space Cornptg of a|gorithms as well

programming evironment &ailable to them and simply  as searching, tvarsal, and optimization for the first time.

orients them to theatt that under certain circumstances itis The lab portion, (CSCI 1202L at UNCC), introduces them

possible to reduce the computation time bywling multi- to C++ while reinforcing their first semester C skills.

ple processors at the solution of a problem. i Two new innovations have been incorporated, however,
Nothing is coered in the lecture about the theory of in our discussion of algorithms as a result of draging
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parallel computing theory into the second semester lecture.

First, when we discuss algorithms we do it frono tper-
specties ... “Hav would you approach this problem using
sequential computation?”, and “ttowould you approach
this problem if you had a lge number of workstations you
could deote to assisting you?”. Second, we ask them to
dewlop, code, and run a parallel solution to a simple
“divide and conquer” type problem. At this pointitrere
fairly comfortable with C (thehawe a semester of it under
their belts) and he at least a superficiakgosure (from
the first semester lab) to PVM and MPI. As a result, most
students are able to complete the assignment witlxoase
sive difficulty.

In the second semester of the lecture course faur esf
made to bring out theattors limiting performance
improvement when multiple arkstations are thwen at a
problem, Havever the in-depth course dated strictly to
parallel computation is a Junior/Seniorvde electve.
Between the Freshman year wherythee introduced to the
concepts of parallel computation and that Junior/Senior
level electve we are in the process obiking additional
theory of parallel programming into our Analysis of Algo-
rithms course as well. When this igtation of material is
complete, all of our majors will va had a basic introduc-
tion to parallel algorithms and programming spread, in
pieces, wer three semesters while those taking the Junior/
Senior elective also will have extensive depth.

5 Senior Parallel Programming Tele-

class Course

Concurrently with the Freshmanwi$opment, a compre-
hensive parallel programming course has beewveltgped
for senior undgraduates and debred to major North
Carolina un¥ersities through the statele televideo net-
work (NC-REN netwrk) in a cooperate venture. Institu-
tions involved in the 1996 d&éring were NC State
University, UNC-Asheille and UNC-Greensboro, in addi-
tion to UNCC. The next offering of this course in Fall 1997
will include Duke Uniersity Guest speaks are also
involved from Dule Uniersity and NC State Uwversity.
About 37 seniors enrolled in this firstfedfing with UNC-
Asheville closing their section at 12 students.

Because this is a “teleclass” broadcast to othereuni
sities, fculty were actiely involved at each site. The

could answer questions and provide other materials specific

to their site. Finally all lectures were recorded so that stu-
dents could néew ary lecture, or catch up with githing
they missed. In a related activity at NC State University, the
sound of complete lectures, with “automatically-turning”
slides, hae been intgrated on a home page. This technol-
ogy may be the future of distance learning at home.
Students do their assignments either on their local
computer netwrk, or by remotely accessing UNGClus-
ter (or NC States ATM cluster). Prtunately each site had,
or could \ery quickly establish a commonw@émnment so

that remote access med unnecessarynstructional mate-
rials were gren to each student in the form of 185+ pages
of typed lecture notes, so that students did not needéo tak
notes in class and could concentrate upon the lectures. The
notes themsebs were deeloped in preparation for publi-
cation as a tgbook by Prentice Hall in December 1997.
(The final book will be about 450 pages.) Thgamization
of the material is purposelywiied into two parts, one part
describing the basic techniques of parallel programming,
and one part describe applications and specialized algo-
rithms. The first part requires no specialized mathematical
knowledge and could be used avkr levels in the curricu-
lum, specifically as a supplement to CS-1, CS-2 and sopho-
more algorithms courses. The second part does f@ame
mathematical prerequisites (linear equations, partiédrdif
ent equations, matrices, etc.,utbnothing bgond that
expected of seniors.

The topics of these notes is given below:

PART | Basic Techniques

Chapter 1 Parallel Computers

Chapter 2 Message-Passing Computing
Chapter 3 Embarrassingly Parallel Computations
Chapter 4 Divide-and-Conquer

Chapter 5 Pipelined Computations

Chapter 6 Synchronous Iteration

Chapter 7 Load Balancing

Chapter 8 Sharing Memory

PART Il Algorithms and Applications

Chapter 9 Sorting Algorithms

Chapter 10 Numerical Algorithms |

Chapter 11 Numerical Algorithms I
Chapter 12 Searching and Optimization
Chapter 13 Image Processing

Chapter 14 Simulation and Modeling
Chapter 15 Architecture-Specific Algorithms

An important aspect of this material is that it is lan-
guage and system-independent yegdted twards mes-
sage-passing on netvked workstations. All @ample code
is in a pseudo-code such that students eay @asily adapt
it to MPI or PVM, the tw systems currently used at
UNCC. Both these tool, including their fdifences, are
described quite early in the courset ki is left to students
to learn the details of the library calls through writing pro-
grams. (All our parallel programming courses are hands-on
“programming” courses; students write programs.)

The first assignment is imdt the same as used for the
Freshman; aamiliarization assignment in which aovking
program is preided. Students set up their systermiem-
ment, compile the program and obtain results after reading
the instructions on the home page. The program simply
adds numbers together in parallel. At this stage only one
workstation is used,ut multiple workstations are used in



subsequent assignments. The students alg® toamodify

the program to find the maximunalue. This assignment
only requires a f@ hours to do. The concepts of creating
malkefiles and other compiling matters are of course/ v
familiar to most senior students (which is not the case with
the Freshman).

The second assignment, which is still quite simple,
illustrates an embarrassingly parallel program, the Mandel-
brot computation. & this assignment, X-windocode for
generating graphical output is prded for davnloading —
the course does not assumg anior knovledge of graph-
ics. The graphics code is iadt useful for the subsequent
assignments as well.

The net assignments are increasingly fidifilt. The
third assignment irolves solving Laplace’ equation to
obtain the heat distriltion in a room which has a fireplace.
Graphical output is required in the form of temperature con-

tours. Synchronous iteration is used. Another assignment

involves solving the same problem by direct means (Gauss-
ian elimination). It is useful to shodifferent methods to
solve the same problem and the speed implications of the
different methods. Load balancing isey laspect of all the
assignments, and timing information must bevted,
usually by instrumenting the code with the time() system
call. All assignments k& “open-endedness” in thattem
credit can be obtained by additional work.

6 Expert Guest Speakers

Part of the NSF project is to introducepert guest speakers
who would talk about some practical aspect of parallel pro-
gramming. In Bl 1996, we were fortunate to Ve two
such presentations. (Only one in each semesdsrofigi-
nally planned.) Professor John Board of Bulniversity
gawe a presentation entitled “Netwks of Workstations:
The Plodding Wrkhorses of &allel Computing” and also
outlined modeling DK. Professor Mladen auk of NC
State Unversity cgave a presentation on the current state of

supercomputers and supercomputing conferences. In both

cases, the teleclass NC-REMcility was used. The
response to these presentatiorss wery positve and gve

the material in the courses a greater significance. We intend(2]

to continue using»@ert guest speaks. W& also arranged
for two graduate students to nealpresentations of their
parallel programming project dealing with parallel genetic
algorithms.

7 Conclusions

In this paper we have described our work in bringing paral-
lel programming into the Freshman year and a Senior paral-
lel programming class tavious NC universities. Freshman

in particular hae respondedery enthusiastically when it
was plained that multiple-processor parallel computation

is the future of their field. Tlyerealize that thgare getting
a “leg up” on their competition through this early introduc-
tion to the area.

The Senior class incorporatedverml nev aspects
partly because of its use of a tateeo network. First, it was
necessary for remote sites tovéan adequate parallel com-
puting platform. Netwrked workstations are idea since
nearly eery uniersity has them. Secondery significant
preparatory materials were necessary in the form of notes
and web materials. Finally the use of a\&eo facility
allowed eperts from diferent sites to participate in the
course and give presentations to undergraduates. We will be
offering the teleclass on a continuing basis waleufty
from different universities cooperating on lecture materials.

Acknowledgments

It is a great pleasure to ackmedge Dr M Mulder, pro-
gram director at the National ScienceuRdation for sup-
porting our project. & should lile to thank the man
students at UNCC who help us refine the matexiat the
last fav years, especially the talented “teleclass” afl F
1996 when the materialas finally classroom-tested.ewN
owe a debt of gratitude to mampeople. Professor Lang of
UNC-Asheuville truly contributed to the course development
in the classroom and Professaru of NC State Unier-
sity, apart from presenting xgert guest lecture for us, set
up an impresse web page which included “real audio” of
the lectures and “automatically-turning” slides. Professor
John Board of Duk University also kindly made arxgert
guest presentation to the class — all theseities helped

us in developing our materials.

References

[1] Geist, A.,, A. Bguelin, J. Dongrra, W Jiang, R.
Manchek and V Sunderam (1994)PVM3 Users
Guide and Refence Manual Oak Ridge National
Laboratory: Tennessee.

Geist, A., A. Bguelin, J. Dongrra, W Jiang, R.
Manchek and VSunderam (1994RVM: Parallel Vir-
tual Madine, The MIT Press: Cambridge, Massachu-
setts.

3] Gropp, W, E. Lusk, and A. Skjellum (1994)Jsing
MPI Portable Rirallel Programming with the Mes-
sage-Rssing Interface The MIT Press: Cambridge,
Massachusetts.

Kumar, \, A. Grama, A. Gupta, and G. Karypis (1994),
Introduction to Rrallel Computing Benjamin/Cum-
mings Publishing Companinc.: Redveod City Cali-
fornia.

Lester B. (1993),The Art of Rrallel Programming
Prentice Hall: Englewood Cliffs, New Jersey.

Nevison, C. H. (1995), “®rallel computing in the

[4]

(5]
(6]



undegraduate curriculum”JEEE Computer 28, no.
12, 51-6.

[7] Pacheco, P(1997),Parallel Programming with MPJ
Morgan Kaufmann Publishers Inc.: San Francisco, Cal-
ifornia.

[8] Snir, M., S. W Otto, S. Huss-Lederman, D..Walker
and J. Dongrra (1996)MPI The Complete Refemnce
The MIT Press: Cambridge Massachusetts.



