
he technology and business of
cellular communications systems have made spectacular
progress since the first systems were introduced 15 years ago.
With new mobile satellites coming online, business arrange-
ments, technology, and spectrum allocations make it possible
for people to make and receive telephone calls anytime, any-
where. The cellular telephone success story prompts the wire-
less communications community to turn its attention to other
information services, many of them in the category of “wire-
less data” communications. To bring high-speed data services
to a mobile population, several “third-generation” transmis-
sion techniques have been devised. These techniques are char-
acterized by user bit rates on the order of hundreds or
thousands of kilobits per second, one or two orders of magni-
tude higher than the bit rates of digital cellular systems. One
lesson of cellular telephone network operation is that effective
radio resource management is essential to promote the quality
and efficiency of a system. One component of radio resource
management is power control, the subject of this article.

An impressive set of research results published since 1990
documents theoretical insights and practical techniques for
assigning power levels to terminals and base stations in voice
communications systems [1–4]. The principal purpose of
power control is to provide each signal with adequate quality
without causing unnecessary interference to other signals.
Another goal is to minimize the battery drain in portable ter-
minals. An optimum power control algorithm for wireless
telephones maximizes the number of conversations that can
simultaneously achieve a certain quality of service (QoS)
objective. There are several ways to formulate the QoS objec-
tive quantitatively. Two prominent examples refer to a QoS
target. In one example, the target is the minimum acceptable
signal-to-interference ratio; in the other, the target is the max-
imum acceptable probability of error.

In turning our attention to data transmission, we have dis-
covered that this approach does not lead to optimum results.
This is because the QoS objective for data signals differs from
the QoS objective for telephones. To formulate the power
control problem for data, we have adopted the vocabulary and
mathematics of microeconomics in which the QoS objective is

referred to as a utility function. The utility function for data
signals is different from the telephone utility function. Our
research indicates that when all data terminals individually
adjust their powers to maximize their utility, the transmitter
powers converge to levels that are too high. To obtain better
results, we introduce a pricing function that recognizes explicit-
ly the fact that the signal transmitted by each terminal inter-
feres with the signals transmitted by other terminals. The
interference caused by each terminal is proportional to the
power the terminal transmits. This leads us to establish a price
(measured in the same units as the utility function) to be cal-
culated by terminals in deciding how much power to transmit.
Terminals adjust their powers to maximize the difference
between utility and price. In doing so, they all achieve higher
utilities than when they aim for maximum utility without con-
sidering the price.

Utility Functions for
Voice and Data

A utility function is a measure of the satisfaction experienced
by a person using a product or service. In the wireless commu-
nications literature, QoS is closely related to utility. Two QoS
objectives are low delay and low probability of error. In tele-
phone systems low delay is essential, and transmission errors
are tolerable up to a point. By contrast, data signals can
accept some delay but have very low tolerance to errors. In
establishing a minimum signal-to-interference ratio for tele-
phone signals, engineers implicitly represent utility as a func-
tion of signal-to-interference ratio in the form of Fig. 1. We
consider systems to be unacceptable (utility = 0) when the
signal-to-interference ratio (γ) is below a target level, γ0.
When γ ≥ γ0, we assume that the utility is constant. Our
power control algorithms implicitly assume that there is no
benefit to having a signal-to-interference ratio above the tar-
get level. 

In cellular telephone systems, the target, γ0 is system-
dependent. For example, analog systems aim for γ0 = 18 dB.
In Global System for Mobile Communications (GSM) digital

IEEE Personal Communications • April 200048 1070-9916/00/$10.00 © 2000 IEEE

T

Power Control for Wireless Data
David Goodman, Polytechnic University
Narayan Mandayam, Rutgers University

Abstract
With cellular phones mass-market consumer items, the next frontier is mobile multimedia communications. This situation raises the question of
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systems the target can be as low as 7 dB, and in code-division
multiple access (CDMA) it is on the order of 6 dB [5]. In
each case γ0 is selected to provide acceptable subjective
speech quality at a telephone receiver.

In a data system, the signal-to-interference ratio, γ, is
important because it directly influences the probability of
transmission errors. When a system contains forward error
correction (FEC) coding, we consider a transmission error to
be an error that appears at the output of the FEC decoder.
Because data systems are intolerant of errors, they employ
powerful error detecting schemes. When it detects a transmis-
sion error, a system retransmits the affected data. If all trans-
mission errors are detected, a high γ increases the system
throughput (rate of reception of correct data), and decreases
the delay relative to a system with a low γ. When γ is very low,
virtually all transmissions result in errors and the utility is
near 0. When γ is very high, the probability of a transmission
error approaches 0, and utility rises asymptotically to a con-
stant value. In addition to the speed of data transfer, a factor
in the utility of all data systems, power consumption is an
important factor in mobile computing. The satisfaction experi-
enced by someone using a portable device depends on how
often the person has to replace or recharge the batteries in
the device. Battery life is inversely proportional to the power
drain on the batteries. Thus, we see that utility depends on
both γ and transmitted power. Of course, these quantities are
strongly interdependent. With everything else unchanged, γ is
directly proportional to transmitted power. In a cellular sys-
tem, however, many transmissions interfere with one another,
and an increase in the power of one transmitter reduces the
signal-to-interference ratio of many other signals. To formal-
ize these statements, we consider a cellular system in which
there are N mutually interfering signals. For signal i, i = 1, 2,
…, N, there are two variables that influence utility: the signal-
to-interference ratio γi and the transmitted power pi. Because
each γi depends on p1, p2, … pN, the utility of each signal is a
function of all of the N transmitter powers.

The Data Utility Function
The wireless data system transmits packets containing L infor-
mation bits. With channel coding, the total size of each packet
is M > L bits. The transmission rate is R b/s. At the receiver of
terminal i, the signal-to-interference ratio is γi and the proba-
bility of correct reception is q(γi), where the function q( )
depends on the details of the data transmission, including
modulation, coding, interleaving, radio propagation, and
receiver structure. The number of transmissions necessary to

receive a packet correctly is a random variable, K. If all trans-
missions are statistically independent, K is a geometric ran-
dom variable with probability mass function

(1)

The expected value of K is E[K] = 1/q(γi). The duration of
each transmission is M/R s and the total transmission time
required for correct reception is the random variable KM/R s.
With the transmitted power pi W, the energy expended is the
random variable piKM/R joules with expected value E[K]piM/R
= piM/[Rq(γi)]. The benefit is simply the information content
of the signal, L bits. Therefore, our utility measure is

(2)

The utility can be interpreted as the number of information
bits received per Joule of energy expended. Zorzi and Rao
use an objective that combines throughput and power dissipa-
tion in a similar manner in a study of retransmission schemes
for packet data systems [6].

As a starting point for deriving a power control algorithm,
Eq. 2 has some advantages and disadvantages. On the plus
side are its physical interpretation (bits per Joule) and its
mathematical simplicity. Its disadvantages derive from the
simplifying assumption that all packet transmission errors can
be detected at the receiver. Data transmission systems contain
powerful error detecting codes that make this assumption
true, “for all practical purposes.” However, it causes problems
mathematically because the probability of a packet arriving
correctly is not zero with zero power transmitted. In a binary
transmission system with M b/packet and pi = 0, a receiver
simply guesses the values of the M bits that were transmitted.
The probability of correct guesses for all M bits is 2–M. There-
fore, with pi = 0, the numerator of Eq. 2 is positive and the
function is infinite. This suggests that the best approach to
power control is to turn off all transmitters and wait for the
receiver to produce a correct guess. This strategy has two
flaws. One is that the waiting time for a correct packet could
be months, and the other is that there will be other guesses
(ignored in our analysis) that are incorrect but undetectable
by the error detecting code.

To retain the advantages of Eq. 2 and eliminate the degen-
erate solution, pi = 0, from the optimization process, we mod-
ify the utility function by replacing q(γi) with another function
f(γi) with the properties f(∞) = 1 and f(γi)/pi = 0, for pi = 0.
Thus, we seek a power control algorithm that maximizes the
following utility function:

(3)

In the numerical examples of this article, we have assumed
a system with no error correcting code and γi constant over
the duration of each packet. In these examples, 

q(γi) = (1 – BERi)M, (4)

where BERi is the binary error rate of transmitter-receiver
pair i. To work with a well-behaved utility function, we intro-
duce the following “efficiency” function:

f(γi) = (1 – 2BERi)M (5)

in our definition of utility. This function has the desirable
properties stated above at the limiting points γi = 0 and γi =
∞, and its shape follows that of q( ) at intermediate points.
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■ Figure 1. Quality of service metric for wireless telephone repre-
sented as a utility function.
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For example, Fig. 2 shows f(γi) and q(γi) for M = 80 and BERi
= 0.5 exp(–γi/2), the binary error rate of a noncoherent fre-
quency shift keying (FSK) modem. The similar shapes of the
two curves leads us to expect that a set of transmitter powers
that maximizes Ui in Eq. 3 will be close to the powers that
maximize the utility measure in Eq. 2. Note that the above
formulation of the utility function is general enough that
other modulation schemes can be reflected by appropriately
choosing the BER expression.

Power Control for Maximum Utility
Our aim is to derive a distributed power control algorithm
that maximizes the utility derived by all of the users of the
data system. In a distributed algorithm, each transmitter-
receiver pair adjusts its transmitter power pi in an attempt to
maximize its utility Ui. For each i, the maximum utility occurs
at a power level for which the partial derivative of Ui with
respect to pi is zero:

(6)

We observe in Eq. 3 that in order to differentiate Eq. 6
with respect to pi, we need to know the derivative of γi with
respect to pi. A general formula for signal-to-interference
ratio is

(7)

In Eq. 7, hik is the path gain from terminal i to the base
station of terminal k, Ii is the interference received at the base
station of terminal i, and σ2

i is the noise in the receiver of the
signal transmitted by terminal i. Ii and σ2

i are independent of
pi. Therefore,

(8)

Referring to Eqs. 3 and 8, we can express the derivative of
utility with respect to power as

(9)

Therefore, with pi > 0, the necessary condition for terminal i
to maximize its utility is

(10)

This states that to operate at maximum utility a base station
receiver has to have a signal-to-interference ratio, γ*, that sat-
isfies Eq. 10.

Properties of the Maximum-Utility Solution
The signal-to-interference ratio, γ*, that maximizes the utility
of user i is a property only of the efficiency function f( ),
defined in Eq. 5. If all of the interfering terminals use the
same type of modem and the same packet length, M, they
operate with the same efficiency function. Therefore, the sig-
nal-to-interference ratio γ*, for maximum efficiency, is the same
for all terminals. This is an important observation because ear-
lier work on speech communications derives an algorithm
[2–4] that allows all terminals to operate at a common signal-

to-interference ratio. This algorithm directs each terminal to
determine the interference periodically and adjust its power to
achieve its target signal-to-interference ratio. After each
adjustment, the other terminals adjust their powers in the
same way. Provided the number of terminals is not too high,1
all power levels will converge to values that produce the target
signal-to-interference ratio at all receivers. In speech commu-
nications, the target is determined by considerations of subjec-
tive speech quality. Our mathematical analysis tells us that in
data communications the modem and packet length dictate
the target.

In speech, the distributed power control system leads to a
globally optimum solution. There is no set of powers that pro-
duces a better result than the set resulting from the algorithm
described in the previous paragraph. This is not the case in a
data system. In a data system, we can show that if all termi-
nals operate with the power levels that satisfy Eq. 10, they can
all increase their utilities by simultaneously reducing their power
by a small (infinitesimal) amount. This result is formally
proved in [7] and is also illustrated with an example later.
This implies that the distributed power control algorithm for
data signals is locally optimum but not globally optimum. As a
consequence, we must extend our study to find power control
schemes that do a better job than the signal-to-interference
ratio balancing technique implied by Eq. 10. To do so, we
introduce concepts of microeconomics that do not play a role
in traditional communications systems engineering: games and
prices. 

Game Theory Formulation of
Power Control

In the context of game theory, we say that in adjusting its
transmitter power, each terminal pursues a strategy that
aims to maximize the utility obtained by the terminal. In
doing so, the action of one terminal influences the utilities
of other terminals and causes them to adjust their powers.
The distributed power control algorithms we have described
are referred to as noncooperative games because each termi-
nal pursues a strategy based on locally available information.

γ γ
γ

γi
i

i
i

df

d
f

( )
( ) .− = 0

∂
∂

= −






U

p

LR

Mp

df

d
fi

i i
i

i

i
i2

γ γ
γ

γ( )
( ) .

∂
∂

=
+

=γ γi

i

ii

i i

i

ip
h

I N p
.

γ

σ
i

i ii

i i

i ii

k ik i
k
k

N

p h

I N

p h

p h
+

=

+
=
≠

∑ 2

1
1

.

∂
∂

=U

p
i

i
0.

■ Figure 2. The relationship of frame success rate to the efficien-
cy function f(γi): noncoherent FSK modem, 80 b/packet.
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1 The literature on power control algorithms for voice systems states a fea-
sibility condition, which depends on the number of terminals and their
locations relative to base stations. If this condition is not satisfied, it is
impossible to meet the signal-to-interference ratio requirements for all ter-
minals simultaneously.
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In contrast, a centralized power control algorithm uses infor-
mation about the state of all terminals to determine all the
power levels. A centralized algorithm corresponds to a coop-
erative game. In game theory terminology, the convergence
of the distributed power control algorithm to a set of powers
that maximize the utility of each terminal corresponds to the
existence of a Nash equilibrium for the noncooperative game.
However, the algorithm is not Pareto efficient. Note that in
optimization problems regarding radio resource manage-
ment, globally optimal usually refers to a single unique oper-
ating point. However, Pareto efficiency usually refers to
several points (which form the Pareto frontier), some of
which may produce higher utilities than others. From a prac-
tical point of view, finding solutions that offer Pareto
improvements may sometimes be sufficient rather than
searching for Pareto efficient points.

Because we know that the strategy of maximizing utility
leads everyone to transmit at a power that is too high, we seek
a means to encourage terminals to transmit at lower power.
To derive such a technique, we examine the effect of each ter-
minal’s power adjustment on the utility of all other terminals.
We define the effect on terminal j of a power adjustment at
terminal i as the cost coefficient,

(11)

Each cost coefficient is positive because any increase in the
power of one terminal reduces the signal-to-interference ratio
of every other terminal, and hence decreases the utility. The
total cost, imposed on all terminals by terminal i transmitting
at a power level pi, is

(12)

In the systems we have studied, we have discovered that at
equilibrium, the cost imposed by each terminal is a monotonic
increasing function of the distance2 of the terminal from its
base station. Examining terminals with increasing distances
from their base stations, we find:
• Increasing power necessary to achieve the equilibrium sig-

nal-to-interference ratio
• Lower equilibrium utility
• Higher cost imposed on the other terminals
Thus, if we index the N terminals in the system in order of
increasing distance from the serving base station, where the
distance of terminal i is di m, we have at equilibrium (for d1 <
d2 < : dN)

U*
1 > U*

2 > … > U*
N,

p*
1 < p*

2 < … < p*
N, and (13)

C*
1 < C*

2 < … < C*
N.

In these inequalities, the asterisks denote equilibrium values
of power, utility, and cost. 

To find an improved power control algorithm, we take
these observations into account by imposing a price on each
transmission. The price is a tax, measured in the units of utili-

ty, bits per Joule, which reduces the utility. The inequalities in
Eq. 13 suggest that the price should be monotonic increasing
with power. Moreover, by combining Eqs. 11 and 12 with the
definition of utility in Eq. 3, we find that under all conditions,
not just at equilibrium, the cost imposed by terminal j on the
other terminals is proportional to pj:

(14)

Although it would be intuitively pleasing to penalize each
terminal by the value of Cj in Eq. 14, this is not feasible in a
distributed power control system. The value of tj depends on
the current transmitter powers of all terminals in the system,
and on all the path gains, hij. Therefore, to determine tj, each
terminal would need detailed information about conditions at
all the other terminals.

To derive a distributed algorithm that takes the costs into
account, we have adopted a price function proportional to the
power transmitted at each terminal, where the proportionality
constant is the same for all terminals:

(15)

Then we adopt a power control algorithm in which each ter-
minal maximizes its net utility

U ’
i = Ui – Vi b/J. (16)

The Net Utility Function
At first glance it appears that our task in deriving a power
control algorithm is not very different from the task we start-
ed with. We began by deriving an algorithm in which each ter-
minal adjusts its power to maximize the utility function in Eq.
3. Now we ask for an algorithm in which the function to be
maximized is the net utility in Eq. 14, which is simply the dif-
ference between Eq. 3 and a term proportional to power.
However, this price term changes the nature of the algorithm
considerably. For one thing, U′, the function to be maximized,
can have negative values. More important, when each termi-
nal seeks to maximize its own net utility, it does not aim for
the same equilibrium signal-to-interference ratio as all the
other terminals. That is because when we differentiate the net
utility function for each terminal, the condition corresponding
to Eq. 10 contains a term that depends explicitly on the power
of each terminal.

(17)

In contrast to Eq. 10, the value of γi that satisfies this equa-
tion is different for each terminal. It depends on all the path
gains hik in Eq. 7 and on σ2

i, the noise in the receiver of termi-
nal i.

This property of the data power control algorithm takes us
away from a signal-to-interference-ratio balancing algorithm
corresponding to optimum power control for voice signals. In
addition, we have to find a numerical value for the propor-
tionality constant t. This too is a departure from our original
situation in which the function that we maximize depends only
on observable properties of the communications system: L, R,
M, pi, the modulation technique (which determines the func-
tion f()), and the operating environment (which determines
hij). To find a good value for t, we have resorted to experi-
ments in which we calculate transmitter powers for specific
system models and then examine the effects of adopting a
range of values for t, the price coefficient. The following sec-
tion describes these experiments.
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2 The dependence of various quantities on distance is a property of the
radio propagation conditions of a system. The monotonic dependence of
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transmitters and receivers.
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Numerical Examples

To shed light on the salient properties of the power control
algorithms derived for wireless data transmission, we have
considered a simple model based on a generic single-cell
CDMA system with no coding for forward error correction
and a fixed packet size. This analysis has provided us with
insights into the differences between power control for data
signals and voice signals. Armed with this basic understanding,
we have expanded the analysis to consider forward error cor-
rection, variable transmission rates, and variable packet sizes.
The simple system examined in this article has the following
design parameters:
• Number of information bits per packet: L = 64
• Total number of bits per packet: M = 80 (with no forward

error correction, the difference M – L = 16 is the number
of bits in the cyclic redundancy check error-detecting code).

• Chip rate: 106 chips/s.
• Bit rate: 104 b/s.
• Modulation technique: Noncoherent FSK with binary error

rate 0.5e-0.5γ. (This assumes that each signal encounters a
nonfading channel in which the interference appears as
white Gaussian noise.)

• Receiver noise power spectral density: 5 x 10–21 W/Hz,
which produces a noise power of σ2

i = 5 x 10–15 in a receiv-
er with 1 MHz bandwidth.
For this system, the efficiency function is

f(γi) = [(1 – exp(–0.5γi))]80 (18)

and the utility function is

Ui = 64 x 104[(1 – exp(–0.5γi))]80/80pi b/J. (19)

For this efficiency function, the equilibrium signal-to-noise
ratio, found by solving Eq. 10, is γ* = 12.4 = 10.9 dB. This is
the target signal-to-interference ratio that all terminals aim
for when each one seeks to maximize its utility. For this
CDMA system, the feasibility condition for this target is given
by the following bound on the number of terminals [2]:

N ≤ 1 + (W/R)/γ* = 9.05 terminals. (20)

If the number of terminals transmitting to the base station
is less than or equal to 9, all terminals can operate with γ =
γ*. Moreover, when all links operate with γ = γ*, all of the sig-
nals arrive at the base station with the same power:

(21)

The remaining quantities that determine the properties of
this system are the number of terminals, N, and the N path
gains,3 h1, h2, …, hN. In the calculations reported here, we use
a simple propagation model in which all of the path gains are
deterministic functions, with propagation exponent 3.6, of the
distance between a terminal and the base station,

(22)

where di (km) is the distance between terminal i and the base
station. In our calculations, the proportionality constant in Eq.

22 is 7.75 x 10–3. We chose this value to establish a transmit
power of 10 W for a terminal operating at 1000 m from the base
station in a system with N = 9 terminals, all operating with γ =
γ* = 12.4. Figure 3 shows the transmitter power as a function of
terminal-to-base-station distance for this system. Reflecting Eq.
22, the transmitter power in each curve varies as d3.6.

To demonstrate that the power control algorithm operating
with a target of γ* is not globally optimum, consider a system
with N = 9 terminals, all operating with γi = γ*. Let all of the
terminals reduce their power levels by a factor of 10. By work-
ing with Eq. 21, we find that they arrive at the same signal-to-
interference ratio, 11.7. With γ= 11.7, the efficiency decreases
from f(12.4) = 0.85 to f(11.6) = 0.80, a factor of 0.93. Howev-
er this negative effect on utility is far outweighed by the posi-
tive effect of a 10:1 power reduction. While the new power
control algorithm, based on a target of γ = 11.7, is more effi-
cient (in the Pareto sense) than the algorithm with a target of
γ*, it is not an equilibrium point of a noncooperative game.

However, when all terminals operate with γ = 11.7, any
terminal can unilaterally improve its utility by raising its
power. For example, an increase in power of one terminal by
a factor of 1.1 will increase the signal-to-interference ratio of
that terminal to 11.7 x 1.1 = 12.9 and increase the efficiency
to f(12.9) = 0.88. This benefit to the utility (0.88/0.80 = 1.11)
slightly outweighs the negative impact of a 10 percent increase
in power. However, this action by one terminal will cause the
utility of the other terminals to decrease, which in turn will
stimulate the other terminals to increase their power levels.
The chain reaction will bring all terminals to the equilibrium
signal-to-interference ratio of γ* = 12.4.

This situation motivates us to introduce the price function
to create a noncooperative game that causes terminals to
transmit at reduced powers relative to those in Fig. 3. In this
game each terminal unilaterally maximizes its net utility in Eq.
16. To find the power transmitted by each terminal, we solve
the N simultaneous equations corresponding to Eq. 17 with i
= 1, 2, …, N. To do so, we start with initial values of the N
transmitter powers and find a numerical solution of Eq. 17
with i = 1 and pj held at the initial values for the other values
of j. We do the same thing in turn for i = 2, 3, …, N and
repeat the process until the N power levels converge to their
equilibrium values. The results differ from the results of the
non-cooperative game that maximizes Ui in that the equilibri-
um signal-to-interference ratios are not equal. Terminals
nearer the base station have higher values of γi at equilibrium
than terminals further away. With unequal signal-to-interfer-
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■ Figure 3. Transmitter power in a system with N = 9 terminals
all operating with signal-to-interference-ratio γ = γ* = 12.4.
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ence ratios, the received powers are unequal, and the power
transmitted by each terminal depends not only on the distance
of that terminal from the base station, but also on the dis-
tances of all other terminals from the base station.

These properties of the game with a price function are
documented in Figs. 4 and 5. The numerical results apply to
nine terminals transmitting data from distances listed in Table
1 in which di is proportional to i. For this example, the price
parameter in Eq. 15 is chosen to be t = 50. Figures 4 and 5,
which reproduce the results for the game of maximizing utility
without a price function, demonstrate that incorporating the
price function equilibrium reduces all of the equilibrium pow-
ers. The equilibrium signal-to-interference ratios are also
lower, but the combined effect on utility is positive for all ter-
minals, as indicated in Fig. 5.

Discussion of Results
The numerical experiments demonstrate that when each termi-
nal operates independently to maximize its utility, the set of
transmitter powers converges to a locally optimum result, in
which all terminals obtain the same signal-to-interference
ratio, γ* = 12.4, the solution to Eq. 10. However, we also find
that this result is not globally optimum. By reducing their pow-
ers by the same factor, all terminals achieve higher utility. To
work within the context of a noncoopera-
tive game (terminals operating indepen-
dently to achieve best performance), we
have introduced a pricing function that
causes each terminal to maximize its net
utility, defined as the difference between
utility and price. In contrast to the origi-
nal algorithm with zero price, the algo-
rithm with a positive pricing function
converges to an equilibrium point with
unequal signal-to-interference ratios at
different terminals. All terminals operate
with lower power, lower signal-to-inter-
ference ratio, lower efficiency, and high-
er utility than they do when the price is
zero. Because utility is the ratio of effi-
ciency to power, this implies that the
benefit achieved by introducing pricing is
entirely due to reduced power.

While all terminals achieve higher
utility when they maximize net utility,

rather than the utility itself, the benefits are highest for termi-
nals near the base station. Using an algorithm with a positive
price function, terminals closer to the base station operate
with higher signal-to-interference ratios than terminals further
away. This property of the power control scheme conforms to
the properties of advanced practical wireless systems in which
QoS is location-dependent. This dependency is introduced in
rate adaptation schemes, such as those incorporated in
Enhanced Data Rates for GSM Evolution (EDGE) [8] and
wideband CDMA (W-CDMA) [9], and in incremental redun-
dancy techniques for responding to transmission errors [10]. 

One drawback of power control based on pricing is that we
do not have a convenient algorithm for implementing it in
practice. By following the definition of the algorithm, each
terminal has to solve Eq. 17 periodically and then adjust its
power accordingly. The new power is a complicated function
of the present signal-to-interference ratio. By contrast, the
adjustments required to converge to the solution to Eq. 10
(corresponding to Eq. 17 with t = 0) are simple. The new
power of terminal i is simply the old power multiplied γ*/γi,
the ratio of the target signal-to-interference ratio to the pre-
sent signal-to-interference ratio. 

Most of the work reported here appears in the Master of
Science dissertation of Viral Shah [7, 11]. The dissertation
introduces the utility function used in this article and proves
formally many of the statements in this article. Extensions of

■ Figure 4. Transmitter power in a system with N = 9 terminals:
comparison of equilibrium powers with and without a pricing
function.
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■ Figure 5. Utility system with N = 9 terminals: comparison of
equilibrium utility with and without a pricing function.
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■ Table 1. Simulation data.

1 0.32 6.16 4.30 34. 7 34.7

2 0.46 1.59 1.11 8.96 8.92

3 0.57 0.74 0.52 4.17 4.10

4 0.66 0.43 0.30 2.44 2.37

5 0.74 0.29 0.20 1.61 1.45

6 0.81 0.21 0.14 1.14 0.92

7 0.88 0.15 0.11 0.85 0.56

8 0.94 0.12 0.08 0.66 0.29

9 1.00 0.10 0.07 0.51 0.08

Terminal Dist (km) Path gain Utility (b/J) Utility (b/J) Net utility
10–12 x (price = 0) 105 x (price=50p) 105 x (b/J) 105 x
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the work here to include the effects of error-correcting coding
can be found in [12]. Joint transmitter power and transmission
rate control based on utility maximization as well as the effect
of packet size can be found in [13]. Investigation of Pareto
efficient pricing policies for transmit power control can be
found in [14]. 

While all of the above work pertains to circuit-switched
wireless data communications, extensions are currently under-
way at WINLAB to introduce such a microeconomics frame-
work to packet data wireless communication scenarios.
Another related effort at WINLAB includes the study of
dynamic utility maximization algorithms that take into account
mobility, channel variations, and residual battery life.
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