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scheme can reduce this penalty to as & 170ms with a ¢ The header and paekdoublecasting enhancements we
1.5% werhead on neterk resources. ¢t transitions from use depend on thadt that pacits are being sent to BSs
room-size to wide-area data nefks, the handéflateng of different netvorks. Currentlythese datadws are
from the basic system can be reduced to approximately identical. For networks that hae vastly diferent charac-
800ms as a result ohs$t beaconing. Other enhancements teristics, this is not an ideal situation for a user who is

either hae a high cost in terms of bandwidtheohead or do receving 500Kb of full-motion audio and videoser an
not decrease handdateng, due lagely to the lateng in-building RF netvork and is about to handfafo a
bound nature of the wide-area netkbeing used. wide-area data netwk. Similar to the approach of lay-

ered video dissemination in [20], we asgerimenting
with the idea oflelivery classesf traffic specified at the
source and routing ddrent subsets of debry classes to
different netwrks as a function of the netwk’s charac-
* Not all transitions betweenvels in the gerlay netvork teristics.
hierarcly can be treated identicallin our system, the
choice of enhancement that resulted in the best perfo
mance vas specific to the pair of naetwks that were cho-

sen. This implies that axed poligy will not work well  Thanks go to Hari Balakrishnan, who helpeduggsome of
for all choices of pairs of netwk interiaces, and a more  the lernel enhancements made faster handdé. Hari Bal-
flexible (and heuristic) approach will veto be used. akrishnan, Armandodx, Yatin Chavathe and ¥nkat Rd-

* The diersity that arises from being able to reegback- Manabhan praded may helpful comments on early drafts
ets on multiple netark interfaces simultaneouslyas of this paper that greatly increased the presentation of the

invaluable in implementing the enhancements offatérial. This wrk is supported by BRPA contract
Sections. DAABO7-95-C-D154 and grants from the California

MICRO Program, Hughes Aircraft Corporation, Metricom,
* Depending on the presence or absence of dateepmck peimler Benz, and PCSI.

rather than channel measurementsvediod us to rapidly
add nev network interfaces to our hierarghFor exam-
ple, adding the Ricochetverlay to the gperimental References
setup took a matter of hours. If we had depended OEL
channel-spedif measurements to trigger a harfdafid- ]
ing the Ricochetwerlay to our system euld hare talen
much longerIn addition, by depending only on patk
reception, we can handle in an identicaycauses for
disconnection other than mobiljtguch as the insertion
and remweal of PCMCIA netverk cards. This can be con- o
sidered the end-to-end approach in determining connec-

We can mak the follaving generalizations from the specif-
ics of our implementation for future designers wértay net-
works:
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sumes bandwidth whether or not data is being sent to thgroviding the best possible connedty to mobile users
mobile deice. without depending on kmaing a priori the speed of the user
Another signiicant diference between ouroxk and other
microcell-macrocell wrk is that most pndous work
assumes that all areas arey&@d by microcells as well as
* Header doublecasting results in a latesomilar to the  macrocells. W do not maé& this assumption, and assume
packet doublecasting schemeutbwith a dramatic that there are some areas ofe&@ge that are only gered
decrease inverhead. by macrocells. This distinction is important; because we
assume mgons with only macrocell a@rage, we are forced
to handle cases where a microcell becomesaitadle and
even lav-speed mobile users must perforartical handds
to higher werlays.

* Packet doublecasting results in a loss-free zero latenc
handof, but at a prohibitre cost.

* For handofs between in-bilding and wide-areawer-
lays, doublecasting approachesdéimited efect due to
the lateng-bound nature of the wide-area netk we
used.

There hae been numerous papers dealing with hahdof

across homogeneous cellular [23T,M [1], and picocellu-

Rr [13] networks and mobility in IP netarks [15] [22] [16].

Seshan et al. [25] [24] [5] implemented a system far-lo

latengy horizontal handd§. Our work expands upon theirs

in that it handles multiple wireless netsks and cases where

the mobile deice cannot use channel characteristics to trig-

7. Related Wor k ger handds.

Related work in this area focuses on three areaerlay net- ~ Recentwrk has also addressed the problem ofjretgon of
works in a cellular telephgrrather than data-oriented con- multiple netvork interfaces in a single mobile. The Mosqui-

text, improving handof performance in a homogeneous toNet project at Stanford [4] has mobilevies equipped
ernvironment, and the management of mu|tip|e rorknnter- with Ethernet PCMCIA cards and Ricochet modemsyThe

faces. trigger handdk from one netwrk to another based on the
insertion and rem@l of Ethernet PCMCIA cards. Bhagiv
[6] also deals with the problem of multiple nemk inter-
faces, handling the routing aspects of multiple ndtvinter-
faces as a special case of Mobile®Rr work differs from
theirs in that it focuses on Wwato switch from one netark

For the netwrk interfaces in our werlay netvork structure,
header doublecasting performs the best for transition
between in-room and indilding networks, and beaconing
works best for transitions between indding and wide-area
networks.

Wireless datawerlays hae been described in maplaces.
The term “Wreless Owerlay Netwrks” was frst introduced
in [17]. CDPD [12] can be described as a datrlay on top
of the cellular phone system. Dateedlays hae also been
studied in the conte of cellular telephop Other vork inerface to another in a manner that is completely transpar-
([26], [9]) focuses on a cellular system withgamacrocells ot 1o the user

overlaid on a traditional microcellular system. These papers

focus on lage-scale metrics from a & number of mobile )

users such as call blocking and dropping probabilities, charS- Conclusions

nel utilization, and spectral fediency, without describing
how handofs would actually be implemented. Ouprk dif-
fers from theirs in that it shes hav to implement a handbf
system in the presence of heterogeneousor&ttechnolo-
gies, focusing on the handdéteny and owerhead of a sin-
gle mobile as it roams in its winonment. Hovever, these
two approaches are complementary rather than competing
large-scale vie indicates the scaling properties of areie
lay network structure for a lge number of users, while our
work focuses on the ability of the system tovide interrup-

tion-free service to ingidual users with a minimum ofver- . : .

head. nections, our scher_ne_s require no\krexlge about_speamc
channel characteristics and depend only on higinder

The concept of verlay netvorks was also introduced in the information such as the presence or absence of beacon and

context of high-tier and lav-tier PCS systems [10]. Our data packts. W present detailed measurements of h&ndof

work differs in the vay mobile users are assigned to wirelesdatencies and their costs in terms of natewresources for a

cells. In microcell-macrocell systems, it is assumed that lo variety of diferent schemes. Results shthat a simple

speed mobile usersould be assigned to microcells while scheme leads to a hantllaiteng that is seconds long and is

higherspeed mobile usersowld be assigned to macrocells. dominated by the time it tak the mobile to diswer that the

Our work takes a more generalized approach and focuses arurrent awerlay is unreachable. Enhancements to this basic

We have described additions to a horizontal hahdgstem

to support the simultaneous operation of multiple wireless
network interfaces. This grtical handoff system gves
mobile deices the ability to roam freely in wirelesgeolay
networks with seamless transitions between meks and
\%ith neyligible interruption to applications. Implementing
‘handofs efiiciently between multiple netwrk interfaces
introduces inherent tradefsfbetween handbfateng and
power and bandwidthwerheads. Rather that depending on
network-speciic channel measurements to predict discon-
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Transition Lp+Ly (ms) 95% Conf Lg (ms) 95% ConflLg Total (ms) | B
LptLly (bits/sec)
Infrared- WaveLAN 170.8 133.75-208.01 | 10.9 10.2-11.7 181 16600
WaveLAN - Infrared 170ms N/A 11.7 9.1-24.3 181.7 16600
WaveLAN - Ricochet | Same as&lket | Same asd&tket | Same as Basic Same as Basic | 1725.69 1660
Ricochet- WaveLAN | Same as&cket | Same as&cket | Same as Basid Same as Basic | 2530.47 1660
TABLE 7. Actual valuesof L and B for the Header Doublecast Enhancement
25 35
3+ BmLF
2L
- EmLD+LN
0wl5+ g 2
g ELF S
] 215
8,1 WLD+LN &
l 4
05+ 05
0*—- - - - - 079;: j= 8 c e . 8 c e, e c e .
. - 8 c @ - 8 c 2 - 8 c 2 - 8 c @
Infrared Wavelan Wavelan Ricochet o0 c 5 o0 885 o0 &85 o0 85
o o o § %8 §§ %8 §8 %8 88 %8
Wavelan Infrared Ricochet Wavelan = g  ES g x = g x ES g x
. Basic Fast Packet Header
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Header Doublecasting System . . .
Figure 14. Comparison of Handoff Latency for Basic

1.6 Mbits/sec. Br the WaveLAN to Ricochet handéd, the
lateng is much lager than the approach that usasttbea-
coning. The reason for this comes from thayvin which
vertical handds are initiated. In theafst beaconing system,

the netvorks are considered independently: the presence TG Mb/sec. Br the WaveLAN to Ricochet handéf the

absence of beacons indicates whether or not to hédnish of X . .
. o : bandwidth @erhead is dramatically decreasedt the \alue
the multicast approaches, this independence is lost becau L
. : . Of Lp has not dropped equallyhe reason for this is that the
the netvorks are being compared in a ralatmannerPack- . X ; o .
. . : Ricochet netwrk is mainly lateng bound: it can transmit
ets arve over multiple netwrk interfaces and must be con- .
. g Cisi approximately the same number of patkper second
sidered together before a ha cision can be madeof regardless of their size. ®believe that this is because the
the Ricochet netark, the &ailable bandwidth is sfi€iently 9 '

low that the amount of time it tak for the threshold number E(I)C?ghitosy;tcir:m:z da mgrl]tt';hgﬁ dpfek?r?zla?wr?eylsttfrr-;\:gzn d
of paclets to arne is greater than the time it &dkto inde- P-by-hop 9 '

. time while sending these ackmledgments decreases the
pendently consider the JeLAN. paclket throughput. Also, since pagts must be forarded
from the Home Agent, thealue ofLg has nav increased.
This implies that the header and patkloublecasting
approaches hold little adwntage wer the Beaconing
approaches when used omwlbandwidth, high latencnet-
works such as wide-area data netis.

System and Enhancements

200ms) with a dramatic decrease in bandwidth resources on
the upper netark. For the WaveLAN network, this oer-
head is approximately 1% of the useésible bandwidth of

6.3.3 Header Doublecasting

Table7 shavs the handdflateng/ and bandwidth werhead
for the header doublecast enhancement, and Figusbavs

graphically the breakde of handadf lateng for the header
doublecasting enhancement. As in the gadoublecasting
scheme, we used a header threshold of 10gidukaders.
The predicted measurements the same as in thetpdal-

blecasting and beaconing systems.

The table shws that for VéveLAN to Infrared handd$, the ¢
header doublecasting scheme awkia slightly laver
lateng/ than the pacdt doublecasting scheme (171ms vs.

Figurel4 summarizes the performance of the basic handof
system and each of the enhancements for each of trerdipw
vertical handdk. We have learned the follwing things
about the enhancements proposed to reduce Hdatiofoy:

Fast beaconing results in a decrease in |at@mopor-
tional to the bandwidthwerhead. This approach con-
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Transition Lp+tLy (ms) | 95% Conf Lg (ms) 95% confLg TotalL (ms) | B
Lo*Ln (bits/sec)

Infrared- WaveLAN 490 256-723 7.02 3.6-10.4 497.02 2480
(actual/predicted) 503.86 9.0 512.86
WaveLAN - Infrared 700 N/A 11.1 5.87-16.3 7111 2480
(actual/predicted) 704.22 145 718.72
WaveLAN - Ricochet 511 457-607 Same as Basi¢ Same as Basic| 806.96 2480
(actual/predicted) 614.4 934.4
Ricochet- WaveLAN 723 N/A Same as Basi¢ Same as Basic| 731.72 2480
(actual/predicted) 703.86 712.86

TABLE 5. Actual values of L and B for the Fast Beaconing Enhancement
Transition Lp+tLy (ms) | 95% ConfLp+Ly Le 95% ConfLg | TotalL B

(ms) (bits/sec)

Infrared- WaveLAN 202.4 131.3-243.46 0 0 202.4 520000
(actual/predicted) 165.892 0 165.892
WaveLAN - Infrared 200 N/A 0 0 200 520000
(actual/predicted) 183.308 0 183.308
WaveLAN - Ricochet 1599.7 1470.4-1729.09 0 0 1599.7 50000
(actual/predicted) 1734.72 0 1734.72
Ricochet—. WaveLAN 2396.5 2186.1-2606.8 0 0 2396.5 50000
(actual/predicted) 1774.74 0 1774.74

TABLE 6. Actual valuesof L, B, and P for the Packet Doublecasting Enhancement

25

2l
0J-II;

Infrared
to
Wavelan

iy
o

HLF
WLD+LN

Seconds

o

o
o

Ricochet
to
Wavelan

Wavelan
to
Ricochet

Wavelan
to
Infrared

Figure 12. Breakdown of Handoff Latency for the
Packet Doublecasting System
6.3.2 Packet Doublecasting

Table6 shavs the handdflatengy and bandwidth werheads
for the packt doublecasting enhancement, and Fidiite
shows graphically the breakdm of handdf lateng for the

13

packet doublecasting enhancemente\Wsed a paak
threshold of 10 paeks — 10 packts must be recegd by
the mobile @er one interdce before the MH decides to
switch to a n& overlay The choice of 10 is a heuristic: ide-
ally, when packts are being senwver multiple interces
there is a perfect interleimg of paclets from the lwer and
upper interaces. In practice, due to thewin which our
network interface divers process paelks, the interleang is
rather coarse-grained: arnst of packts arrves wer 1 inter-
face, follaved by a brst over the other intedce. The alue
of 10 was chosen to be lger than the lagest lurst of pack-
ets that we obseed on heualy loaded netwarks.

In all cases other thary+Ly for theRicochet- WaveLAN
transition, the predicted latgnés within or \ery close to the
conidence interal for the measured latend-or the Infra-
red to WaveLAN handofs, this approach achies a laver
handof lateng/ than the basic system (approximately
200ms), it at a considerable cost, as full patskmust be
sent wer both netwrk interfaces. Br the WaveLAN net-
work, this overhead of 520 kbits/sec is approximately one-
third of the netwrk’s maximum usevisible bandwidth of



Type Lp (up/davn) Ln(up/davn) | Lg(up/dawvn) | P B

Fast Beacons Np(Tg-1)+Ng/2 Ly+SwBy | LutS/By PL (UNp)Ss
D/2+ Ng(Tg)+Ng/2 | L +Su/BL L +S/B.
Packet Doublecasting | Np(Tp-1)+Np/2 0 0 PL+Py (/Np)S
0 0

Header DOUblecaSting ND(TD-1)+ ND/2 Lu+ S\A/BU Lu+ SD/BU PL+ PU (1/ND)S'|

LitSwBL | Li+Sp/BL
TABLE 4. Algebraic expressionsfor L and B for the Enhancements

Both doublecasting approaches/éan adsantage wver the 0.9
beaconing systems in that thase &tra resources only 08 1
when the MH is actely receving data. When the useris not ;|
receving data, no tra bandwidth is used. Additionally |
beacons sent from the base statidecfall mobile deices 905 |

in the wireless cell, and if beacons are sentat tigh fre- £ mLF
guencies, media accesdeats (such asxponential backff go41 ELD+LN
during link actvity) may dramatically reduce thefeftive 0371

bandwidth of mobile hosts in the same cell. Anotheaadv 027

tage of the paak doublecasting approaches is that the pack- o1 +

ets that trigger a handibére not redundant; tlyeare 0 | | ;

consumed by actual applications. #st beaconing were '“fftifed WatV:'an Watvs'a" Rinochet

used, then beacons (useless applicativell@ata) vould be Wavelan Infrared Ricochet ~ Wavelan
competing with applicationel data for netwrk resources

at all times. Figure 11. Breakdown of Handoff Latency for the Fast
A disadwantage of the doublecasting approaches is that both Beaconing System

overlays must be able to support the same oetdoad.  pe o for the MH to makthe handdfdecision. The band-
Packet doublecasting across a high-bandwidth ama- 10 yigih overhead of the paek doublecast scheme is equal to
bandwidth netwrk will not work. Another adantage of the  he gata rate at which the MH is radeg data ((1INp)* Sp).
beaconing systems is that multiple users in a cell can use tehe header doublecast scheme, the bandwidth is propor-
same beacon paets (rather than separate data B4€ki0  {iong| 1o the data rate at which the MH is retgj data, bt

male handdfdecisions. only a small header of siZ&, is sent on the uppewnerlay

for every data paalt of sizeS, sent on the ler overlay.
6.3 Performance

Table4 shavs the algebraicx@ressions ok, Ly, Lg, Pand  6.3.1 Fast Beaconing
B as a function of theariables described in SectidnThe
formulas are gry similar to those indble2. The fst bea-
coning system is identical to the basic system. In the head
and packt doublecast systems, the MH mustitifor Tp
data packts (orTg beacons, if no data is currently being
sent) to arsie over the upper intesice before the handa$
triggered. It taksNp(Tp-1)+Np/2 seconds for the mobile to . .
determine that the paets hae not arrved. In the pacét agree well with the algebraic results. In all cases, the pre-

doublecast system, the natiftion and fonarding latencies dicted lateng is within or \ery close to the confidence inter-
are efectively zero: the mobile only has to change the Nj-val for the measured latencThe lateng has dropped by a

specifc filtering table in the &rnel and fonard the pacéts factor _Of approximately_ 5 when c_ompared fco the basic sys-
buffered at the netork layer of the MH to higher layers. The (€M With a &ictor of 5 increase in bandwidtiverhead.
header doublecasting scheme has the samécatith and  Because the algebraiaies agree with the measure-v
forwarding latencies as the beaconing system. Theepo U€S: We wuld expect that ster beaconing ould lead to
consumptiorP of the doublecast schemes is more than that"ther reductions i, with increases iig.

of the beaconing schemes, as both wireless atesf must

Table5 shavs the handdflatengy and bandwidth werheads

g}r the fast beaconing system, and Figifeshaevs graphi-
cally the breakden of handoff lateng/ for the fast beacon-

ing system. Beacons were sent ougrg 200 ms instead of
every second. As in the basic system, the beacon threshold
was set to 3 beacons. The measur@des ofLp, Lg andB
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— > = Data Rcket
....... » = Beacon Bclket
— - — - = Handof Message

Figure9. Breakdown of Packet Doublecasting Handoff

per second. The MH still aits for Tg beacons to be lost
before initiating a handgfbut the beacons are transmit-
ted more quickly antly is reduced. The breakda of a
handof is described in Figur8. The handdfproceeds
exactly as in Figur& — the beacon paeks are simply
receved more quickly

Packet Doublecasting(Figure 9): The MH can place
into forwarding mode a subset of the BSs that are listen-
ing to the multicast group for the MH. This means that
multiple copies of the paeit will be transmitted from
multiple BSs to the MH. In our scheme,dMSs are
placed in forvarding mode simultaneously; the current
BS and a BS of the rehigher werlay Duplicate pack-
ets areiftered out at the netark layer at the MH by
keeping a small cache of reeed IP packts and filtering
out receved paclets whose IP ids are already in the
cache. Although not strictly needed, thisyemrgs unnec-
essary congestion control mechanisms from being
invoked at the transport layefhe netverk layer at the
MH also leeps track of pa@hts that hee been receed

by each intedice. When more thaf, consecutie pack-

ets are receed on a n& interface with none recegd on

the old interfice, the MH decides that the oldedlay is
unreachable and initiates a harfdofthe nev interface.

A breakdaevn of the handdfis shavn in Figure9. Two
copies of each paekare sent to the MH, one from each
BS. After Tp=10 paclets are missed from the older-

lay, the mobile switches to theweverlay The packts
kept in the netwrk-level cache on the MH are foarded

to higher layers. In cases where no data is currently being
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Figure 10. Breakdown of Header Doublecasting

sent to the MH, beacons are used to trigger a harigipf
utilizing diversity that arises from multiple netvk inter-
faces, this approach does at the mekaayer what the
IS-95 CDMA Cellular phone standard [18] and the
ARDIS wide-area data system [2] do at the/gical
layer In IS-95, multiple BSs send duplicate copies of the
same data using the same CDMA codes. The MH’
recever is already equipped to handle multiple time-
shifted copies of the sameaveform, and a MH mees
into the cell of the ne BS seamlessiyin ARDIS, multi-
ple BSs transmit the same data at thespdal layer to
achieve better in-hilding penetration.

Header Doublecasting (Figure 10): This approach tas
adwantage of thedct that in the &cket Doublecasting
approach, duplicate paets on the upper intexte are
used only as an indicator of han@lofherefore, full
paclets do not hee to be sent until the actual hanidof
occurs. In this approach the MH places a BS into a mode
where it continues touffer paclets destined for the
mobile host. Hwever, the BS also forards a pact
containing the IP header of theffered packt to the
MH. The netvork layer at the MH &eps track of which
paclets or packt headers has been reasd by the
mobile. The MH switches to theweBS when more than
Tp headers hae been receed via ne&v BS while no
paclets hae been receed via the old BS. The neBS
forwards the paalts just as in the Basic System. This
approach has an aalvtage ver Racket Doublecasting in
that less data is sent on the uppeartay



The main conclusion from the basic system is tleatical
handofs are dominated by the time before the MH disce
that it has meed into/out of ceerage of anwerlay (p),
and that ap enhancements to the basic system should con-
centrate on reducing this component of the latenc

6. Enhancements

One of the goals in our handiafystem is to support interac-
tive multimedia communication across multiple neitkv
interfaces, and for these applications, a layesfcapproxi-
mately three seconds is unacceptabler&er non-real time
applications such as non-interaetfile transfers and WWW
browsing, a lateng of several seconds will lead to a loss of
multiple data sgments. Préous work has also stven that
paclet losses during handdias detrimental &cts on reli-
able transport protocols such as TCP [8itfthis in mind,
we examined seeral enhancements to the base sfratbat
allow us to reduce thealue ofLp during handdt

6.1 Hintsfor Enabling Enhancements

The schemes described in this section are used in situations

where the application indicates that aIbandof lateng

(less than 300-500ms) is important, such as real time interac-
tive wice or video. Ee&n when an application indicates that
low-lateny handof is important, these enhancements are
not used continuouslbecause of the bandwidthiper
overheads. Theare used only when the mobile is in a situa-
tion where it may hand bsoon. Note that this is not the
same as determining that a mobile must hamdnohedi-

ately (i.e., the mobile is modisconnected). Alternat hints

can be used to predict that a hafdofikely. These include

e User input: The user can instruct the MH to be moree
aggressie about handéfoy using these enhancements.
When the user is lidy to leae the lilding, she can put
the MH in a mode that uses these enhancements. The
user can takthe MH out of this state when not vimy.

* Received signal strength: Although signal strength indi-
cators, when present, may not be a good indicator of
imminent handdf they do well at indicatinghe distance
between a MH and BS. When a MH notices that the sig-
nal strength is gradually decreasing it can assume that the
user is mging awvay from a BS, and when the signal
strength is increasing a MH can assume that the user is
moving tovard a BS. When the best BS that a MH can

OldOverlay

New Overlay

LU

- stat T -m
<4~ " "Stop | Forwarding”

Forwarding?
GianevBS| 4+

—» = Data Rcket
» = Beacon Rcket
— - — - - = Handof Message

Figure 8. Breakdown of Fast Beaconing Handoff

are a function of theuilding geograpyn A vertical hand-
off is only possible from certain places in thalding,
and only certain cells ger these locations (e.g. only one
in-building RF cell is lilely to cover the eit of an ofice
building). The BSs ceering these cells could add infor-
mation in their beacon paets indicating that this cell is
near the @it to a luilding, and that aertical handdfto a
wide-area netark is likely.

Handoff Frequency: The MH can also track the fre-
queng of handofs and use these enhancements when
more handdé are occurring, indicating that mement

out of this werlay’s coverage is more ligly. This
approach has been suggested for switching between high-
tier and lav-tier PCS systems [23].

Missing a single beacon: We mentioned in Sectiof.1
that the MH wvaits for multiple beacon paeks before
determining that anwerlay is (un)reachable and switch-
ing to a nev overlay. The MH could turn on some of
these optimizations after missing a single beacongtack
as an attempt toevify that an werlay is (un)reachable.

hear has a i@ signal strength that has been decreasing, 8.2 Enhancements

MH can assume that &#tical handdfmay be needed
and start using some of these enhancements.

We can mag the follaving enhancements to reduce hamdof

o ) ~lateng. All of these enhancementsyeasome additional
* Geographic hints: We can use traces to predict which cost in terms of pwer or averhead bandwidth.

cells are the gteways to a n& overlay netvork.
Although the @erlapping nature of wirelessrerlays
means that a user can be potentially connected to multi-
ple networks at once, the transitions between reks
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Fast Beaconing: The MH can seleately instruct a sub-
set of the BSs that are listening to its multicast group to
transmit beacon paeks at a higher frequepthan once



Type of Handdf Lp Ln Le P B

Basic Upvard Ng(Tg-1)+Ng/2 Ly+Su/By Ly+So/By PL (1/Ng)Sz

Basic Davnward D/2+ Ng(Tg)+Ng/2 | L +Su/Bp L +S/BL Py (UNp)Ss

TABLE 2. Predicted latency and cost for the basic system
Transition LptLy 95% Conf Le 95% Conf Total B
(sec) (Lp+Ln) (ms) (Lp) (sec) (bits/sec)
Infrared— WaveLAN 25 1.85-3.25 8.35 7.19-9.51 2.508 512
(Measured/Predicted) | 2.50385 9.0 2.51285
WaveLAN - Infrared 35 N/A 20.34 4.634 -36.05 3.520 512
(Measured/Predicted) | 3.50422 145 3.51872
WaveLAN - Ricochet 2.79 2.7-2.99 295.96 221.71-370.21 3.086 512
(Measured/Predicted) | 2.6144 320 2.9344
Ricochet- WaveLAN 3.8 N/A 8.72 7.47-9.97 3.80872 512
(Measured/Predicted) | 3.50386 9.0 3.51286
TABLE 3. Breakdown of handoff latency for the basic system

only a single intedce needs to be on to trigger a hafdof
The steady-state bandwidthherhead is from the beacon
messages: this consumed\g)y* Sz bits per second.

5.4 Measured Perfor mance

Table3 shavs the measured and predicted results for th
basic systemlp is not included; we assume that the inter-
face is already turned on.eMse ag of 1 second, and B

of 3; when more than three beacon times pass without hear-s +

ing ary beacons, the MH considetise current verlay
unreachable and switches to thelgigher werlay Simi-
larly, when the MH hears three beacons from aipresly
disconnectedwerlay, the MH switches back to the olgey-
lay. The choice of three is a heuristic; for Yibaloaded net-
works, beacons may be delayed or lost and a srakiéof
Ng may cause unnecessary hamglof value of three foilg
incorporated enoughyBteresis to account for lost beacons
and eliminate unnecessary harfdofhe predictedalues of
Lp, LN, andLg agree well with the measuredlves.Ly and

L take approximately as long of that in the horizontal hand
off system [24]. From Figuré&, we see that the handof
lateng is dominated by.p+Ly, from 2.5 to 3.8 seconds.
Even for the wide-area data netik (Ricochet), which has
very different netverk characteristics, the handaime is
dominated by p+Ly. Because we use an obsarmachine

to record whenwents occur and only the MH decides when
an oserlay has become (un)reachable, it is impossible to se
arately measure thle; andLy components of lateycTo
measure them separatelpuid tale perfect clock synchro-
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Figure 7. Breakdown of Handoff Latency in Basic

System
nization at the obseer machine and MH. Wtherefore
made separate measurementg gffrom the mobile host
(not included in this paper) teexify that the actualalue of
Ly was close to the predictedlue. Becausey is only a
function of the NI$ lateng and bandwidth, the handafme
is dominated by p. This illustrates one of the didulties
that arise from using heterogeneous mekinterfaces. In a
system with homogeneous BSs, it is easy toen@mpari-
sons about the quality of the connection to each BS by using
channel spedié measurements. Because we cannoteanak
direct comparisons between BSs using channel-specif
measurements, we mustiv for an werlay to become
reachable or unreachable before determining that a Handof
to a higher or lever overlay must occur



Type of medium Uservisible Cell Lateny Reagistration Tme Power
Bandwidth Diameter (95% Conf Interal) Consumption (mW)
Infrared 800 kb/sec 7 meters | 2-5ms 6.7 ms 349.6
(IBM Infrared) (5.7-7.8 ms)
In-Building RF 1.6 Mb/sec 100 2-5ms 110.4 ms 1148.6 (915)
(915 Mhz/2.4Ghz meters (93.8-127.0 ms) 1318.8 (2.4)
WaveLAN)
Wide-Area Data 60 kb/sec 1 km =100 ms | 7.6 sec 346.9
(Ricochet) (6.3-8.9 sec)

TABLE 1. Bandwidths, L atencies, and Registration Timesfor Our Networks

andLy usually do not eerlap, havever; a NI must be po- istration times were measured by sending a stream of UDP
ered on and gistered before it can accept and w&lipack-  paclkets to a mobile host, turning on the netivinterface,

ets. In addition, some of these components of the lgten@and marking the time between when the rekninterface

may be lage and not under our controlofFexample, mayp  was turned on and when the first data paglas receied by
wide-area wireless netwks such as Ricochet and CDPD the mobile.

have a netwrk registration process that must occur before a

device can be connected, increasing thtug ofLp. Wide- 5.2 Measurement Methodol ogy

area wireless netwks often hae a much lager lateng than

local-area wireless netwks, which increases-. We measured the latgnof handofs by sending a continu-

ous stream of 1024 byte UDP pat& to the MH. Br the
We defne the paver overheadP as the amount of peer  |nfrared to WaveLAN transitions, this was limited to 500
from network interfaces that must be consumed by a MHkjlobits/sec. Br the WaveLAN to Ricochet transitions, this
while making handdfdecisions. This is a function of the \as limited to 50 kilobits/sec. The hantiofas initiated by
number and type of wireless intacks that are peered on.  forcing the MH to turn the lwer interface of and on in

We defne the bandwidth\erheadB as the number of bits "€SPOnse toxgernal messages. An observmachine s
sent per second by the BS that are not actual dat@sack "Unning tcpdump [19] and the resulting patkrace vas

such as beacon paats or other control messages that thePOSt-processed to determine when thteenal messages
mobile uses to initiate a handlof triggered the turn-on and turnfaf the interbce, when the

MH sent the control messages to the BSs, and when the first

paclets arrnved over the ne interface to the MH.
5. Resultsfor the Base System

In the follonving sections, we focus on the harfdeétween
two overlays: upvard \ertical handds from a laver overlay
to an upper werlay, and devnward \ertical handdf from
an upper eerlay to a laver overlay.

5.3 Predicted Performance

Table2 shavs algebraic devations forLp, Ly, Lg, P, andB
as a function of theariables in Sectiod. For upward hand-
offs in the basic system, the MH musaivfor approxi-
matelyTg beacons to determine that the curremrtay is no
longer reachable. Thég/2 term accounts for thedt that a
mobile may mwe out of the ceerage of an erlay ary-
where between tavbeacon times: orvarage this happens
midway between tw beacons. & dovnward handdk, an
additionalD/2 seconds must be spenaiting for the laver
interface to come out of its peer saing state and hear the
lower overlay’s beacons. The mobile must then notify the
upper BS to start forarding nev paclets: this taksL
+Su/By seconds for the upavd handdb andLp +Sy/Bp
seconds for donward handdk Finally, the nev BS must
forward the frst data packt to the mobile: this tas
Ly+ Sp/By seconds for upard handds andL+Sp/By
seconds for donward handdk. The steady state per
consumption of this scheme is oy or Py mW, because

5.1 Measurement Testbed

Our testbed consists of IBM Thinkfs, Gateay 2000 Solo
laptops, and Intel-based PCs running a medifersion of
BSD/OS 2.1 and BSD/OS 3.0alllel shavs the speci€
wireless netwrks that we use along with typical band-
widths, latencies, and gestration times. \& use the IBM
Infrared Wreless LAN [14] netwrk as our room-size net-
work, the A&T WaveLAN [28] as our hilding-size net-
work, and the Metricom Ricochet Nedvk [21] as our wide-
area data netwrk. The rgistration time includes the time to
power on the netark interface as well as gister with the
wired infrastructure. The Ricochet netxk is the only net-
work that must rgister with a wired infrastructure. Thegre



the overlay immediately belw the current eerlay is put into
a paver s&ing low duty g/cle sleep state where itakes up
every few seconds and listens for beacons on thetanter-
face for a short time. This may increase the lageioc
downward \ertical handdk, as a mobile will tag longer to
discover that it has re-entered aweverlay. However, the
mobile will not be disconnected during the digery time
and there will be no application-visible disruption.

4. Description of Metrics

In this section, we describe the parameters and metrics th.at

we use to quantify the performance angtidead of our
handof system.

4.1 Parameters

We use the folleing variables:

$4 = the size of an IP Header + Link-layer header (in bits).
S = size of a beacon pask(in bits).

Sv = size of a mobile-initiated handahessage (in bits).
S = size of a uses’data pacdt (in bits).

Ly = lateng of the upper netark interface (in seconds)

L, = lateny of the laver netvork interface (in seconds)

By = bandwidth of the upper netvk interface (in bits/sec).
B, = bandwidth of the Mver netvork interface (in bits/sec).
P = pover consumption of theveer interfaice (in mw).

Py = paver consumption of the upper intace (in mw).
Ng= spacing between beacon paisk(in seconds).

Np = spacing between user data paiek(in seconds).

Tg= threshold number of beacon patkheard or not heard ’

before initiating a handbf

Tp = threshold number of data patk heard or not heard on

a nav interface before initiating a handdb that nev inter-
face.

D = length of paer-saving duty g/cle for Nis that are in
sleep mode (in seconds).

Note that the actualalues for each of thesanables may
differ from netvork to netvork. For example, the threshold
number of beacons may fiif for a WaveLan and Ricochet
network. Also note that the paeksizeSy may \ary from
application to application.d¥ the applications we are most
interested in, hwever (Sectiorb), we assume &ed packt
size.

4.2 Metrics

We deine the ertical handdflateng L as the amount of

time from when the mobile is disconnected from the old BS
to when the mobile receats the ifst paclet from the ne

BS. Note that this definition of latepamplies a handdfdue

to mobility. If the handdfreason were due to other reasons
(such as a user manually switching between iatex$), the
defnition of handof lateng/ would be the same as the hori-
zontal handdfsystem. V& break dan the lateng required

to complete a ertical handdfinto the follaving compo-
nents:

L=Lp+Llp+l +Lg

Lp is the component of latepauring which the mobile
discovers that it must handfofo a nev wireless oerlay.
This could be to an uppewerlay as a result of mving

out of range of the currenverlay: for xample. mwing

out of a room or mang out of a hilding. This could
also be to a lwer overlay as a result of ming back into
coverage of a lver overlay: for xkample, meing back
into a room or bilding. In the basic system, this is
largely a function of the beaconing frequgn& smaller
beacon frequernycincreasesd.p, and a lager beacon fre-
gueny decreasekp As previously noted, for most hori-
zontal and denward \ertical handds this component of
lateng is not visible to the user as a disconnection,
because the mobile is still connected to the old BS while
it discovers that it can hear themdsS.

Lp is the lateng for the mobile to pwer on the upper or
lower netvork interface, including ayn network registra-
tion time. This component of latenenay or may not be
visible to the user depending on whether thaaewas
already on at the time the hanflo€curred. Ideallywith
the mechanisms described in Sectoh, we can predict
when the user is likly to hand df and can hide this
lateng from the user

Ly is the lateng for the mobile to inform the meBS to
start fornarding data to the mobile. This is usually a
function of the netwrk lateny between the MH and BS.

L is the lateng for the BS to send thédt data packt
across the e network to the mobile. If there is no out-
standing data to send to the MH, then this component of
the lateng is zero. Br the measurements in Secti®on
and Sectiorb, we made sure that therasvoutstanding
data to forvard. This component of the latgnis a func-

tion of the lateng and bandwidth between the MH and
the BS.

Some of the components of latgnoay sometimeswerlap,
while others can notwerlap.Lp andLp can werlap if a
mobile “guesses” that arverlay will soon become unreach-
able and pwaers on a netark interface in adance. Simi-
larly, Lp, Ly andLg can wverlap if a BS is already
forwarding packts to a mobile when a han@lotcurs (the
Packet Doublecasting scheme described in Se@i8r2).Lp



directly hear the oldwerlay netverk, it must still instruct the
Old OMQ“?Y MH NQN,Overlay BS of the old werlay to stop forwrding packts. This

- request is routed through thewmn8S. The arravs represent
-~ the logical endpoints of a message, not the path that the mes-
sage taks from source to destination. Wioward \ertical
handofs are initiated when seral beacons are heard from a
lower overlay’s NI. The MH determines that the mobile is
now within range of the hver overlay’s NI and switches to
the laver overlay The handdfstarts when the leer overlay
becomes reachable or unreachable, and ends wheinsthe f
data packt fornarded from the ne overlay netvark arrives

at the MH. As preiously mentioned, our system only
depends on the presence or absence oepaitk mak verti-

cal handdfdecisions.

3.2 Mechanismsfor Customization

T |- .

- In our system, the handafontroller at the MH has primary
= “Start™ - —am| responsibility for initiating handé. There may be situa-
-4 " “Stop Forwarding” tions, havever, where the handbtontroller cannot mak

Forwarding’ the “best” decision about the choice of netkor BS to con-

(via nev BS / nect to or the handb&énhancement to use (these enhance-
"""""""""" ments are described in Secti6h To allow for more
— > = Data Rclket flexibility, the MH can ta&advice from an &ternal source
_______ » = Beacon Bcket about the choice of netwk or BS which to connect as well

— - — - —» = Handof Message as the handdimechanism to use. Possibbeernal sources
include:

Figure 6. Breakdown of Basic Upward Vertical Handoff C

o * A user-visible control panel that allavs the user to spec-
another The BSs transmit infrequent beacon psko the ify specific constraints about which netks to use.
broadcast address of the local subnet. Datagtacke also o ) )
forwarded from the old BS. At some point, the signal® A subnet manager that ofers heuristic advice tovaid
strength of the e BS is greater than that of the old BS, and ~ Cell hotspots and increase the utilization of sparsely pop-

the MH initiates a handbfo the nev BS. It instructs the we ulated cells. Br example, it may be adntageous to
BS to stop bffering paclets and start forarding packts to switch some users to a highereday netvork if the cell
the MH. The MH also instructs the old BS to stop far that the/ are currently using is congested or close to

ing paclets and startuffering paclets. In the homogeneous ~ Capacity This increases theverage ective bandwidth
handof system, the handbfatenq is measured from the ~ Per user by eliminating bottleneck cells.

time the mobile decides that them8S has a lajer signal  Thjs advice could suggest a neti or BS to switch to or
strength until the first data pastkarries from it. whether to strie for lav-lateny handofs. This mechanism

In our system, while a MH roams within the cells that com&llows for the implementation of policies for load balancing
prise a single eerlay, handofs happen just as in the original @nd useror application-customization.

system. The MH uses a channel-spegifetric to compare

different BSs and connects to the best one according to that3 Power Management

metric. This allavs the horizontal handioystem to operate
seamlessly underneath thertical handdfsystem. Br an
overlay netvark that handles mobility directly (foxxample,
CDPD [12] or Metricoms Ricochet [21] netaerk), our sys-
tem does nothing and lets that netw male all mobility
decisions.

As previously mentioned in Sectidh 3, paver management
of multiple wireless déces is important. dblel shavs the
steady state peer consumption of netwvk interfaces when
they are in an idle state. Our system handlesggananage-
ment by the turning éfidle network interfaces when not in
use. All netverk interfaces for werlays higher than the cur-
Figure6 shavs the breakden of a typical ertical handdf rent netvork interface are kpt of by default. They are
An upward handdfis initiated when seeral beacons from turned on when geographic or other hints indicate that a
the current gerlay network are not receied. The MH  handof may be lilely. By guessing that a handid$ likely,
decides that the current natik is unreachable and hands this reduces the probability that a sleeping oekvinterface
over to the net higher netwrk. Even though the MH cannot must be turned on before a harfdizn complete. The NI for
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using the corresponding multicast care-of address. At each
BS there is a translation table that maps a irulticast Id MH New
care-of address to a local address. The translation table also

BS [ -(strong) (Weak) - BS

includes the state of the BS with respect to this MH (e.qg.

buffering paclets, forwarding packts, etc.). All incoming ~ A .
paclets are compared aigst the entries in the table and the \ “
operation in the table (foravd to mobile, bffer paclet for X

mobile, etc.) is performed for matching patk There are

two userlevel agents at the BS:keacon agent that trans- (Weak) > _(Strong)
mits beacon pagits, and aecapsulation agent that receies ... ). ..... R .

control messages from the MH that modify treeriel-lesel T T~
translation table. The decapsulation agent manipulates ths > . -— 7| “Start ~
translation tables from uséevel using sockt options. At 'g g “Stop Forwarding”
the mobile host, there is a single peckeader translation %E Forwarding”

table that inserts the MH’home address in all outgoing /
paclets. There is also a netvk interface (NI)-specific table i
that keeps track of the number of patk that hee arrved """ " """ """7"77°7°°°

for the MH aver each netark interface and filters out dupli-
cate packts that are receed oser multiple netwrk inter-

——» = Data Rcket

faces. A uselevel process can gister a callback with the =~~~ » = Beacon Rclet
networking stack to be notéd when changes occur in this —-— - = Handof Message
table. When more than a threshold number of giscarives Figure 5. Breakdown of Horizontal Handoff

over a single intedce, the uselevel process is noidd. ) ]
This table and the associated threshold notification callbackd1l Triggering Handoffs

are used in the doublecasting schemes described |rr1] a netvork of homogeneous BSs, the relatisignal

Section6.2. There are tar userlevel agents at the mobile . . .
host: ahandoff controller that uses beacons to determine theStrength of beacons is compared and the BS with the highest

is chosen as the foewding BS. Figur® shavs in detail the
overlay netvork and BS to connect to, anduser control . . .
. breakdaevn of a horizontal handbfThe three ertical lines
panel that allavs the user to control the choice of netiwor

BS to use viadvice, described in Sectiod.2. represent the old BS, the MH, and thevrigS, respecvzlely,_
and the arna's represent messages sent from one machine to
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Figure 3. Overview of the Handoff System

connection is likly, we are interested in supporting a wide of Mobile IP (Figure3). The infrastructure we use is similar
variety of wireless deces across diérent frequencies and to the one described in [24] and the Mobile IP sjeatibn
physical layers. In addition, there is no requirement that al[22]. Mobile Hosts (MHs) connect to a wired infrastructure
overlays must be wireless. An additiona&keday could con- via Base Stations (BSs) which act asdign Agents (Rs).

sist of a wired rather than wireless netlk;, where channel A Home Agent (HA) performs the same functions as in
measurements are meaningless and the transition from a cdviebile IP, encapsulating paeks from the source and for-
nected state to a disconnected state is instantaneous. Ratiarding them to theAs. One important diérence is that
than incorporate me network-specifc policies for each ve  the care-of address is a multicast rather than unicast address.
wireless or wired netark interface, we chose to depend A small group of BSs are selected by the mobile to listen to
only on the presence or absence of p&cko trigger aerti-  this multicast address for pagtk encapsulated and sent by
cal handdff Basing our scheme on the presence or absendhe HA. One of the BSs is selected by the MH to lbera

of paclets results in a system with an acceptable hdndofvarding BS; it decapsulates the pat& sent by the HA and
lateny while avoiding netvork-specifc dependencies. This forwards those paeits to the MH. The other BSs dnaffer-
results in a more rafst system with a dramatically reduced ing BSs; thg hold a small number of paets from the HA in
compleity where nev network technologies can be added a circular luffer. When the mobile initiates a handoit
easily instructs the old BS to nve from forwarding to luffering
mode, and the neBS to mee from huffering to forwarding
mode. The n& BS forwards the bffered packts that the
mobile has not yet recad. For networks in which the BS
We must depend orxisting netwrking technologies and infrastructure is not under our control, the Home Agent acts
wireless data praders to hae a full range of wireless net- as the BS to the Mobile Host; thé Functionality with
works at our disposal. Although we assume that we carespect to that wireless nedvk is incorporated at the HA
modify some components of these systems (e.g. base statimachine instead of being incorporated at tlategay
software), this may not be true for somesday netvorks. In  between the wired and wireless netk

our system, forxeample, we can modify andkperiment
with the base stations for the room-size andding-size
overlays, lut the wide-area dataverlay is avhed and
administered by a third partgs a result, we cannot directly
control the oerlay’s infrastructure. This is an important con-
sideration because it limits the modifications we canentak
support \ertical handds.

* Interoperation with commercially available services and
technol ogies that we cannot modify.

BSs send out periodic beacons similar to Mobile IP foreign
agent adertisements. The MH listens to these pskand
determines which BS should foand paclts for the mobile,
which BSs should idfer paclets in anticipation of a hand-
off, and which BSs should belong to the multicast group
assigned for a single mobile.

Figure4 shavs a detailed breakdm of the state and agents

3. The Basic Handoff System that |mplemen_t the handczfystem._The netark layer of the
Home Agent includes a translation table that maps from a
In this section we describe our wireless testbed and the baditH’'s home address to a multicast care-of address. All

system used to implemerenical handds. incoming packts are compared amst the entries in the

) ) _ ... table. Matching paaks are encapsulated and fanded
Handofs are lilt on top of the mobile routing capabilities



from an in-room cell A to an indilding cell B, the user faces. Br example, laver overlay levels may support full-

is moving out of the ceerage of cell A. Hawever, whena  motion video and high-quality audio, while higheeday
user performs a @mnward \ertical handdffrom cell Bto  levels may support only audio. Our goal is to reduce hdndof
cell A, the user is not nwing out of the ceerage of cell disruption as much as possible, reducing aservisible

B. This implies that donward \ertical handdf are less changes to those inherent in the wireless technologies.
time-critical, because a mobile caway/s stay connected

t0 a upper gerlay while handing 6fto a laver overlay * Power Savings: minimize the poweandr due to multiple

simultaneously active network interfaces.

* Many network interfaces hee an inherent gersity that
arises because theperate at diérent frequencies.df
example, a room-sizeverlay may use infrared frequen-
cies, a bilding-size werlay netvork may use one set of
radio frequencies, and a wide-area data system may u
another set of radio frequencies. Anotheyvin which

The simplest approach to managing multiple wireless net-
work interfaces (NIs) is to &ep all of them on all the time.
However, measurements of commerciallyadable wireless
network interfaces [27] sha that an IBM Infrared and
WaveLAN [28] RF interhce together consume approxi-
diversity «ists is in the spread spectrum techniques o ately 1.5 attseven when not sending azgeiving pakets.

his is approximately 20% of the totalveer drain of a typi-

different deices. Some ddces use Direct Sequence cal laptop computer [11]. At thesevids of paver consump-

Spread Spectrum, (DSSS), while others use Frequenc. . ; . .
Hopping Spread Spectrum (FHSS). The enhancemenT's?n’ efective management of netrk interfaces is crucial.

described in Sectio that reduce the diseery time tale  * Bandwidth Overhead: minimize the amount of additional
advantage of this d@ersity between netwrk interfaces network taffic used to implement handof

* In a network of homogeneous base stations, the choice dinplementing ‘ertical handdk in wireless werlays con-
“best” base station is usuallywbus: the mobile chooses sumes bandwidth in the form of beacon pslkand handbf
the base station with the highest signal strength aftanessages that is necessary tovpie service to roaming
incorporating some thresholding angsteresis. In a mul- users, and we ant to minimize these costs while also pro-
tiple-overlay netvork, the choice of the “best” nebsk  viding good performance.
cannot usually be determined by channel-sjefattors
such as signal strength becauséedént oerlay levels
may hae widely \arying characteristics.df example, an

There are maninherent trade-& in meeting these objec-
tives, and we mustvaid situations that realize one goal at
the xpense of others.d¥ example, reducing peer con-

in-building RF netvork with a lav signal strength may sumption by keping netwrk interiaces dfwhen not in use
yield better performance than a wide-area data ortw . P y keping L
increases handbfatengy. Similarly, zero-lateng handof

with a high signal strength. There are also considerationcsould be achieed by simolv sending and reveia data
of monetary cost (some netvks chage per minute or y Py 9 g

o across all netark interfaces simultaneously at all timesitb
byte) that do not arise in a homogeneous harystem. this results in an inordinateaste of bandwidth and per.

Our goal is to balance W lateng handofs with the

2.3 Primary Objectives and Challenges unavoidable costs that arise from implementing them.

Unlike previous work that has studied aggate metrics
from a lage population of mobile users [26] [9], ouDfk
focuses on the performance of an vidiial user roaming in ® Discovering the right time to perform hand®in a wie-
a Wireless Oerlay Netvork ervironment. In this wrk, the less trannel whose behavior can befidiflt to predict
primary objectie is to minimize theeartical handdflateng and daracterize

for an indvidual user while &eping bandwidth and p@r 4ea1y a user should stay connected to thedst werlay
overheads as Vo as possible. These traddsoére described atnork (where the bandwidth per unit area igét) for as

Challenges in realizing these objees include:

in more detail bela. long as possible until it is absolutely necessary tweno a
The primary technical objewts in the design of a seamlesshigher averlay. While a user is roaming within averlay,
vertical handdfsystem are: our system should belm exactly like a homogeneous cellu-

) lar system. The primary trigger for artical handdfis that
* Low Latency Handéfmale the swith between networks e ¢yrrently actie averlay netvork is no longer reachable
as seamless as possible for disruption-in@f@pplica-  pecause the mobile host haswae out of coerage of that
tions and with as little data loss as possible overlay, For specific RF systems that transmit by modulating

Our goal is to enable a typical user to use fully-intevacti @ fixed carrier frequenc(e.g. GSM, DECTAMPS), much
multimedia communication applications across yaat-  Work has been done in modeling channel quality and predict-
works. As a user roams from areas of good corvigcto ing bit error rate (BER) from channel-specific measurements
areas of poor connewtty, the only usewisible change [7] [3]. Although it may be possible to reapply these tech-
should be due to the limitations of the specific wireless intefdiques to use channel characteristics to predict when a dis-
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Regional-Area

Figure 1. Wireless Overlay Network Structure

lateng, higher/laver paclet loss rate, etc.).

Our implementation delers on the promise of seamless

coverage: the typical handdhteng/ between netarks is a

few hundred milliseconds with minimal bandwidth and

power overheads.

The rest of this paper isganized as follas: in Sectior?,
we describe in more detail the concept of wirelasslay

Vertical Handoff

Horizontal Handoff

Figure 2. Horizontal vs. Vertical Handoffs

highest bandwidth peunit-area: 1 Mbit/sec or more per
room. The second Vel consists of bilding-size high band-
width networks that preide approximately the same band-
width as the room-size netrks, hut cover a lager area (for
example, a singleldor of a lilding). The fnal level is a
wide-area data netwk, which preides a much Mer band-
width connection (tens of kilobits)ver a much wider geo-
graphic area.

networks and the technical challenges to be addressed in our

handof scheme. Sectiof describes our implementation of 2.2 Horizontal versus Vertical Handoffs
vertical handdk. Sectiord presents the metrics used to

quantify the performance and cost of our system. MNe defne ahorizontal handoff as a handéfoetween base

Section5 we present ourxperimental wireless testbed an
performance results for the base hafdgktem, shaing
that handdflateng is dominated by thdiscovery time, the
amount of time before a mobile diseos that it has med
into or out of a n& wireless @erlay. In Section6, we
present seeral enhancements that can be emgpbbto
decrease diseery time for applications that are senatio
disruption. Sectiof discusses relatedonk in low-lateng
handof, overlay netvorks, and the use of multiple nedvk
interfaces. In SectioB, we conclude and Secti@describes
some ongoing and future projects in our system.

2. Wireless Overlays and Vertical Handoffs

In this section, we describe the wirelesgiday netvork
concept, wliy wireless oerlay netvorks present rve chal-

lenges compared txisting handof systems, and the spe-

cific challenges to be met in our approach.

2.1 TheWireless Overlay Network Structure

Figurel shavs an &ample of a wirelessverlay netvork.

g stations that are using the same type of wirelessarétw

interface. This is the traditional deition of handof for
homogeneous cellular systems such as cellular telgphon
systems, wide-area data systems, and wireless local area net-
works. We also ddhe a n&v type of handdf a vertical
handoff, between base stations that are usinfgint wire-

less netwrk technologies. The terms horizontal amedtical

follow from the werlay netvork structure that has netwks

with increasing cell sizes at highewéds in the hierarch
(Figure2).

We diide wertical handdb into two categories: arupward
vertical handoff is a handdfto a wireless werlay with a
larger cell size (and lger bandwidth per unit area), and a
downward vertical handoff is a handdfto a wireless werlay
with a smaller cell size (and higher bandwidth per unit area).
A vertical handdfmay be to an immediately higher omler
overlay, or the mobile host may “skip” arverlay. For
example, a mobile may handfdfom an in-room netark
directly to a wide-area netwk, or vice ersa.

There are some important fdifences between the horizontal
handof problem and theertical handdfproblem that déct

Lower levels are comprised of high bandwidth wireless cellsPur stratgy for implementing ertical handds:

that caver a relatiely small area. Higher Vels in the hierar-
chy provide a laver bandwidth per unit area connectiomeio
a lager geographic area. In our system, weehthree ver-

lay levels. The lavest level comprises a collection of disjoint

room-size high bandwidth netwks, which preide the

* In horizontal handdfsystems, a mobile host performs a
handof from cell A to cell B while mweing out of the
coverage area of cell A into thewrage area of cell B.
In our system, this is not necessarily the case ekam-
ple, when a user performs an ugw \ertical handdf
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Abstract

No single wieless network témolagy simultaneously
provides a low latengyigh bandwidth, wide aa data
service to a lage number of mobile user Wreless
Overlay Networks — a hierchical structue of oom-
size huilding-size and wide aea data networks —
solve the pwblem of poviding network connectivity to
a large number of mobile usen an dicient and scal-
able way The specific topolyy of cells and the wide
variety of network tdmologies that comprise wetess
overlay networks msent ne& problems that have not
been encounted in pevious cellular handdfsystems.
We have implemented ertical handdf system that
allows uses to bam between cells in wiless verlay

users on the ma. Current technologiesavy widely in
terms of bandwidths, latencies, frequencies, and media
access methods. Despite this heterogengitst aisting
wireless netwrk technologies can bewuiied into tw cate-
gories: those that pvide a lav-bandwidth servicewer a
wide geographic area and those thatvpgte a high band-
width service wer a narra geographic area. While itauld

be desirable to prade a high-bandwidth service to mobile
users at all times, this is unéky. Wireless local area net-
works only preide limited caverage, and a mobile host
equipped only with a wide-area netil interface cannot
exploit existing high-bandwidth infrastructure, such as in-
building wireless local area netrks or wired netwrks. No
single wireless neterk technology simultaneously pfides

a low-lateng, high-bandwidth, wide-area data service to a
large number of mobile users.

netwprks. Our gqa! is to pride a user W'th_the bgst Our solution is to use a combination of wireless eks to
possible connectivity for as long as possible with @rovide the best possible eerage wer a range of geo-

minimum of disruption during handoResults of our
initial implementation show that the hantliztency is
bounded by thaliscovery time the amount of time
before the mobile host disgers that it has meed into
or out of a ner wireless werlay This discwery time is
measued in seconds: lge enough to disruptetiable
transport potocols sub as TCP and intaduce signifi-
cant disruptions in continuous multimediaarsmis-

sion. D eficiently support applications that cannot
tolerate these disruptions, wegaent enhancements to

the basic deeme that significantlyeduce the disce
ery time without assuming any knowledabout spe-
cific channel taracteristics. Br handofs between

graphic areas. A mobile diee with multiple wireless net-
work interfaces has manways of accessing the wired
infrastructure through alternat wireless subnets.oF
example, a typical user may m®from her dice, where her
personal digital assistant (RDor laptop is connected via an
in-room infrared netwrk, to elsavhere in the bilding,
where it is connected via alitding-wide radio frequenc
(RF) netvork. The same user may thenvaautside, where
her connectiity is via a wide-area data netvk, and then
into another bilding which is connected via a fifrent
building-wide RF netwrk. This combination of wireless
network interfaces, spanning in-room, insitding, campus,
metropolitan, and gonal cell sizes,its into a hierarc of
network interfaces which we call @ireless werlay network

room-size and uilding-size werlays, these enhance- structure.

ments lead to a best-case haridatency of appyxi-
mately 170ms with a 1.5%verhead in terms of
network esouces. Br handofs between dilding-size

We hare implemented aertical handdf scheme that ales
a mobile user to roam among multiple wireless oeta in a
manner that is completely transparent to applications and

and wide-aea data networks, the best-case hahdofinat gisrupts connevity as little as possible.dF example,
latency is appoximately 800ms with a similarly 10w \hen the abee user leges her dice, her P\ performs a

overhead.

1. Introduction

vertical handdffrom the in-room infrared (IR) netwk to
the in-uilding RF netvork. Our system mads this com-
pletely transparent to applications running on thé PTChe
only artifact of the handdfvisible to an application is the

Wireless netwrking is becoming an increasingly important quality of the deice’s connection to the wired infrastructure

and popular wy of praviding global information access to

(increased/decreased bandwidth, increased/decreased



