Abstract—In this paper, we develop the theory of probabilistic relaxation for matching features extracted from 2D images, derive as limiting cases the various heuristic formulae used by researchers in matching problems, and state the conditions under which they apply. We successfully apply our theory to the problem of matching and recognizing aerial road network images which they apply. We successfully apply our theory to the problem of edge recovery from binocular or motion stereo where the correspondence of image tokens must be established before their 3D position can be estimated. It is fundamental to image fusion and registration and many other problems.

In essence the matching problem involves a collection of object primitives or features extracted from the image. The aim is to relate the set of primitives to a similar collection representing a model or a reference object (e.g., second image of a stereo or motion pair). Each image object primitive assumes a label from a given label set. The label identifies and establishes the correspondence between the observed and model entities. As object identity is defined by the properties of its constituent primitives and their relations, the assignment of labels in the matching process is based on these major sources of information, together with any prior knowledge that can be brought to bear on the problem.

Mathematically, image and model object primitives can be represented as the nodes in a graph with the connecting arcs representing their relations. The properties of the primitives are encoded as the node attributes. The matching problem can then be formulated as one of attributed relational graph matching.

The graph matching problem has been approached in many different ways in the computer vision literature [2], [5], [11], [12], [13], [14], [16], [17], [20], [22], [35], [37], [38], [40], [41], [44]. The early attempts, still widely popular, rely on graph search techniques with heuristic measures employed to reduce the inherently NP-complete problem to a manageable process. More recent are the efforts based on energy minimization using simulated annealing [1], [19], [27], mean field theory [18] or deterministic annealing [9], [10], [24], [30], [42], and relaxation labeling [6], [7], [14], [15], [17], [25], [36], [39]. The latter approach, in particular, has the advantage that it replaces the NP complete problem with one of polynomial complexity.

Although probabilistic relaxation has been shown to offer a very effective method for attributed relational graph matching, its foundations, and consequently the relaxation process design methodology are very heuristic. The recent work of Kittler and Hancock [29] directed towards theoretical underpinning of probabilistic relaxation using the Bayesian framework proved very successful. It led to the development of an evidence-combining formula which fuses observational and a priori contextual information in a theoretically sound manner. The polynomial combinatorial complexity has been reduced even further using the concept of a label configuration dictionary. Unfortunately, the methodology is applicable only to low-level matching problems such as edge or line postprocessing. The main reason for this limitation is that the process does not make use of measurements with the exception of the initialization stage where observations are used to compute the initial noncontextual probabilities for the candidate labels at each object primitive. Incidentally, the failure to utilize measurement information throughout the relaxation process has been the perennial point of criticism aimed at probabilistic relaxation.

Some workers have attempted to remedy this problem by heuristic means. Yamamoto [43] used an information-theoretic approach to derive a compatibility measure from relational measurements, and then from this measure generated by heuristic means compatibility coefficients to fit the relaxation method of Rosenfeld et al. [36], Li [31] incorporated relational measurements into compatibility coefficients which figure in his probability updating formula. In this way he overcame a major criticism of the probabilistic relaxation approach as measurements were used in all stages of the iterative process to find consistent labeling. However, his solution retained the heuristic framework of probabilistic relaxation as introduced by Rosenfeld, Hummel, and Zucker [36] and Hummel and Zucker [25]. In particular, the compatibility and support functions were specified heuristically.

In this paper we present theoretical foundations for the probabilistic relaxation process which significantly advance

I. INTRODUCTION

MATCHING is one of the all pervading problems in computer vision. It arises in 2D and 3D object recognition from 2D and 3D image descriptions (for an extensive survey on 3D object recognition see [4]). It is a prerequisite to depth recovery from binocular or motion stereo where the correspondence of image tokens must be established before their 3D position can be estimated. It is fundamental to image fusion and registration and many other problems.
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the mathematical apparatus developed in Hancock and Kittler [23] and make it applicable to general matching problems. The matching problem is formulated in the Bayesian framework for contextual label assignment. The formulation leads to an evidence-combining formula which prescribes in a unified and consistent manner how unary attribute measurements relating to single entities, binary relation measurements relating to pairs of objects, and prior world knowledge encapsulating the known interactions of objects should be jointly brought to bear on the object labeling problem. The evidence-combining scheme can be shown to be unbiased.

The significance of the theoretical foundation developed is manifold. It not only offers a better understanding of the probabilistic relaxation labeling process and removes its heuristic components, but most importantly, from the computer vision point of view, it offers a clear methodology for designing such processes. It will be shown that the measurements on both unary and binary relations enter the process in the most natural way through measurement error distributions, which in most applications are likely to be assumed to be Gaussian. The methodology can cope with many-to-one matches which are frequently required in the computer vision context.

The compatibility coefficients of the process are defined in terms of the binary relation measurement error distributions. Thus, through the compatibility coefficients, measurements are used in all iterations of the relaxation process. The support function is also derived from the formulation, rather than being specified and ad hoc. Its product rule or arithmetic average forms are shown to depend on the assumptions made about the nature of the contextual information influencing the matching process. In the general case the product rule is shown to be appropriate but in low context situations or in case of contextual information redundancy, the arithmetic average support function can be derived from the product rule.

The theoretical framework also suggests how the probabilistic relaxation process should be initialized based on unary measurements. This contrasts with the approach adopted by Li [31] who commenced the iterative process from a random assignment of label probabilities.

We show how the theory and methodology developed in the paper can be applied to problems in which the graph nodes represent straight line segments in a 2-D image. We illustrate this using two different matching problems: One is concerned with the matching of road networks extracted from an image and a much larger digital map, and the other with the matching of edges in a stereo pair.

The paper is organized as follows: In Section II we outline the main features of the notation used in the rest of the paper. In Section III we formulate the problem and derive the product rule support function which incorporates binary relation measurements. In Section IV we discuss the compatibility coefficients, and show how to initialize the update rule in Section V. In Section VI we compare our method with other probabilistic relaxation methods. In Section VII we discuss the application of the algorithm to graphs whose nodes consist of straight line segments. We present some experimental results in Section VIII, and we draw our conclusions in Section IX.

II. NOTATION

We represent the nodes of the graph of the scene to be matched as a set $A$ of $N$ objects:

$$A = \{a_1, a_2, \ldots, a_N\}$$

These objects could be extracted from the image in a bottom-up way.

We wish to match the scene to a model. We therefore assign to each object $a_i$ a label $\theta_i$ which may take as its value any of the $M+1$ model labels that form the set $\Omega$:

$$\Omega = \{\omega_0, \omega_1, \ldots, \omega_M\}$$

where $\omega_0$ is the null label used to label objects for which no other label is appropriate. We use the notation $\omega_{b_i}$ to indicate that we specifically wish to associate a model label with a particular scene label $\theta_i$. At the end of the labeling process, we expect each object to have one unambiguously label value. However, we allow the labels of more than one object to have the same value (i.e., we allow many-to-one matches).

For convenience we define two sets of indices:

$$N_0 = \{1, 2, \ldots, N\}$$
$$N_i = \{1, 2, \ldots, i-1, i+1, \ldots, N\}$$

For each object $a_i$ we have a set of $m_i$ measurements $x_i$ corresponding to the unary attributes of the object:

$$x_i = \left\{x_i^{(1)}, x_i^{(2)}, \ldots, x_i^{(m_i)}\right\}$$

Examples of unary attributes are the length, color, or orientation of an object. The abbreviation $x_{i,e,N_0}$ denotes the set of all unary measurement vectors $x_i$ made on the set $A$ of objects; i.e.,

$$x_{i,e,N_0} = \{x_1, \ldots, x_N\}$$

For each pair of objects $a_i$ and $a_j$ we have a set of $m_{ij}$ binary measurements $A_{ij}$:

$$A_{ij} = \{A_{ij}^{(1)}, A_{ij}^{(2)}, \ldots, A_{ij}^{(m_{ij})}\}$$

Examples of binary relations are the relative position of one object with respect to another, relative size, or orientation. Each measurement $A_{ij}^{(k)}$ has a range $D^{(k)}$ of possible values; we denote the width of $D^{(k)}$ by $\rho^{(k)}$. Thus, if $A_{ij}^{(k)}$ is the distance between two objects, $D^{(k)}$ would range from 0 to the maximum dimension of the image, and $\rho^{(k)}$ is the maximum dimension of the image. Similarly we use $D = D^{(1)} \times \cdots \times D^{(m_{ij})}$ to denote the range of $A_{ij}$.

We use the abbreviation $A_{ij,e,N_i}$ to denote all the binary relations object $a_i$ has with the other objects in the set; i.e.,

$$A_{ij,e,N_i} = \{A_{i1}, \ldots, A_{i,i-1}, A_{i,i+1}, \ldots, A_{iN}\}$$

The same classes of unary and binary measurements are also made on the model, to create the model graph. These are respectively: $\hat{x}_a$, to denote the unary measurements of model
label \( \omega_a \) and \( \tilde{A}_{bg} \), to denote the binary measurements between model labels \( \omega_a \) and \( \omega_b \).

There is also a set \( \Phi \) of \( m_0 \) parameters which relate the model and scene coordinate systems:

\[
\Phi = \{ \phi^{(1)}, \phi^{(2)}, \ldots, \phi^{(m_0)} \}
\]

For example, if one of the unary measurements is the orientation of the object with respect to the coordinate systems of the image and model, the corresponding parameter would be the relative orientation of the model coordinates relative to those of the scene.

We use an upper-case \( P \) to represent the probability of an event; thus \( P(\theta = \omega_a) \) denotes the probability that scene label \( \omega_a \) is matched to model label \( \omega_a \). The lower-case \( p \) represents a probability density function; thus \( p(x) \) denotes the probability density function of the random variable \( x \).

We use the notation \( N(x; \mu, \sigma) \) to denote a Gaussian probability density function with mean \( \mu \) and standard deviation \( \sigma \), i.e.,

\[
N(x; \mu, \sigma) = \frac{1}{\sqrt{2\pi}\sigma} e^{-(x-\mu)^2/2\sigma^2}
\]

We also extend the notation to the multivariate distribution \( N(x; \mu, \Sigma) \) of a vector \( x \), where \( \mu \) represents the vector mean and \( \Sigma \) is the covariance matrix.

## III. THEORETICAL FRAMEWORK FOR OBJECT LABELING USING PROBABILISTIC RELAXATION

In Section III we formulate the general problem of shape matching in the framework of Bayesian probability theory and derive the necessary formulae for the relaxation labeling approach.

The label \( \theta_i \) of an object \( a_i \) will be given the value \( \omega_a \), provided that it is the most probable label given all the information we have for the system, i.e., all unary measurements and the values of all binary relations between the various objects. We argue that for certain types of binary relations used, the label of an object is only affected by the values of the binary relations in which it is directly involved, and there is no need for the consideration of ternary and higher order relations. The type of binary relations we assume are metric relations which once given specify uniquely one object given the identity of the others. Examples of such binary relations are: Object \( a_i \) at 135° angle from object \( a_j \) and at distance 25 units from it. Topological or symbolic relations like "object \( a_i \) is on the top of object \( a_j \)" are not appropriate for this type of formalism, because they may not specify uniquely the label of an object and higher order relations may have to be used. Surprisingly, however, many standard matching problems in computer vision fall into the admissible category.

Assuming the right type of binary relations, it can be shown by mathematical induction that there is no need for the inclusion of all binary relations of all objects in order to identify an object, and thus we may say that the most appropriate label of object \( a_i \) is \( \omega_a \) given by:

\[
P(\theta_i = \omega_a | x_{j \in N_a}, \mathcal{A}_{ij \in N_a}) = \max_{a_j \in \Omega} P(\theta_i = \omega_a | x_{j \in N_a}, \mathcal{A}_{ij \in N_a})
\]

The explicit use of binary relations as evidence in computing the contextual a posteriori probability of event \( \theta_i = \omega_a \) represents a crucial point of departure from the previous formulation [29] which relied on unary relations only.

In the remainder of this section we show that, under certain often-adopted assumptions, the conditional probabilities in this equation can be expressed in a form that indicates that a relaxation updating rule would be an appropriate method of finding the required maximum. We find that the general form of our updating rule is very similar to the heuristic updating rule suggested in [29].

Using Bayes's formula, we can write:

\[
P(\theta_i = \omega_a | x_{j \in N_a}, \mathcal{A}_{ij \in N_a}) = \frac{P(\theta_i = \omega_a, x_{j \in N_a}, \mathcal{A}_{ij \in N_a})}{P(x_{j \in N_a}, \mathcal{A}_{ij \in N_a})}
\]

Using the theorem of total probability to expand the right-hand side, we obtain:

\[
P(\theta_i = \omega_a | x_{j \in N_a}, \mathcal{A}_{ij \in N_a}) = \frac{\sum_{a_j \in \Omega} \sum_{a_k \in \Omega} \sum_{a_l \in \Omega} \ldots \sum_{a_N \in \Omega} p(\theta_i = \omega_a, x_{j \in N_a}, \mathcal{A}_{ij \in N_a})}{P(x_{j \in N_a}, \mathcal{A}_{ij \in N_a})}
\]

The joint probability density, which appears in the numerator and the denominator of the above equation, can be expressed as:

\[
p(\theta_1 = \omega_{a_1}, \ldots, \theta_i = \omega_{a_i}, \ldots, \theta_N = \omega_{a_N}, x_{j \in N_a}, \mathcal{A}_{ij \in N_a})
\]

\[
= p(x_{j \in N_a} | \theta_1 = \omega_{a_1}, \ldots, \theta_i = \omega_{a_i}, \ldots, \theta_N = \omega_{a_N}, \mathcal{A}_{ij \in N_a})
\times p(\theta_1 = \omega_{a_1}, \ldots, \theta_i = \omega_{a_i}, \ldots, \theta_N = \omega_{a_N}, \mathcal{A}_{ij \in N_a})
\]

Assuming that the occurrence of unary measurements is independent of binary relations, we can write:

\[
p(x_{j \in N_a} | \theta_1 = \omega_{a_1}, \ldots, \theta_i = \omega_{a_i}, \ldots, \theta_N = \omega_{a_N}, \mathcal{A}_{ij \in N_a})
\]

\[
= p(x_{j \in N_a} | \theta_1 = \omega_{a_1}, \ldots, \theta_i = \omega_{a_i}, \ldots, \theta_N = \omega_{a_N})
\]

Further, it is reasonable to assume that the unary measurements are conditionally statistically independent and that the measurement \( x \) is independent of all of the labelings except

1. We also write

\[
p(x, \theta_i = \omega_a) = \frac{d}{d\theta_i} p(x, \theta_i = \omega_a)
\]

where \( p(x, \leq x, \theta_i = \omega_a) \) denotes the probability of the compound event defined by its arguments. Note that \( p(x, \theta_i = \omega_a) \) is not strictly a density function, since \( \int p(x, \theta_i = \omega_a) \, dx \neq 1 \) in general.
the labeling \( \theta_j = \omega_{\theta_j} \). Then (5) can be simplified to:

\[
p(x_{j,j\in N}) \left[ \theta_1 = \omega_{\theta_1}, \ldots, \theta_i = \omega_{\theta_i}, \ldots, \theta_N = \omega_{\theta_N}, \mathcal{A}_{i,j\in N} \right] = \prod_{j\in N} p(x_jj \theta_j = \omega_{\theta})
\]

(6)

The second factor on the right hand side of (4) can be factorized as follows:

\[
p(\theta_1 = \omega_{\theta_1}, \ldots, \theta_i = \omega_{\theta_i}, \ldots, \theta_N = \omega_{\theta_N}, \mathcal{A}_{i,j\in N})
\]

\[
= p(A_{i1} A_{i2}, \ldots, A_{i,i-1}, A_{i,i+1}, \ldots A_{iN}, \theta_1 = \omega_{\theta_1}, \ldots, \theta_N = \omega_{\theta_N}) 
\times p(A_{i2} A_{i3}, \ldots, A_{i,i-1}, A_{i,i+1}, \ldots A_{iN}, \theta_1 = \omega_{\theta_1}, \ldots, \theta_N = \omega_{\theta_N}) 
\times \ldots \times p(A_{iN} \theta_1 = \omega_{\theta_1}, \ldots, \theta_N = \omega_{\theta_N}) 
\times p(A_{j1} \theta_i = \omega_{\theta_i}, \ldots, \theta_N = \omega_{\theta_N})
\]

\[\ldots = \prod_{j\in N} p(x_j| \theta_j = \omega_{\theta_j}) \]

(7)

We assume that the binary relations in the set \( \mathcal{A}_{i,j\in N} \) are independent of each other; in other words, \( \mathcal{A}_{i,j} \) by itself provides no information about \( \theta_i = \omega_{\theta_i} \) without knowledge of \( \mathcal{A}_{i,j}, \ldots, \mathcal{A}_{i,i-1}, \mathcal{A}_{i,i+1}, \ldots, \mathcal{A}_{iN} \). We also assume that the relation \( \mathcal{A}_{i,j} \) is affected by the labels of objects \( a_i \) and \( a_j \) only. Finally, it is obvious that knowledge of the labeling \( \theta_i = \omega_{\theta_i} \) does not by itself tell us anything about the labeling \( \theta_j = \omega_{\theta_j} \).

We can then simplify the above expression to obtain:

\[
p(\theta_1 = \omega_{\theta_1}, \ldots, \theta_i = \omega_{\theta_i}, \ldots, \theta_N = \omega_{\theta_N}, \mathcal{A}_{i,j\in N})
\]

\[
= \left\{ \prod_{j\in N} p(A_{i1} \theta_j = \omega_{\theta_j}, \theta_i = \omega_{\theta_i}) \hat{p}(\theta_j = \omega_{\theta_j}) \right\}
\]

\[\times \hat{p}(\theta_i = \omega_{\theta_i})
\]

(8)

where \( \hat{p}(\theta_i = \omega_{\theta_i}) \) is the prior probability of label \( \omega_{\theta_i} \) being assigned to object \( a_i \). Substituting from (6) and (8) into (4) and subsequently into (3) we obtain:

\[
p(\theta_i = \omega_{\theta_i} | x_{i,j\in N}, \mathcal{A}_{i,j\in N})
\]

\[
= \left[ \prod_{j\in N} p(A_{i1} \theta_j = \omega_{\theta_j}, \theta_i = \omega_{\theta_i}) \right] \hat{p}(\theta_j = \omega_{\theta_j})
\]

(9)

where

\[
Q(\theta_i = \omega_{\theta_i}) = \sum_{\omega_{\theta_i} \in \Omega} \ldots \sum_{\omega_{\theta_i} \in \Omega} \sum_{\omega_{\theta_i} \in \Omega} \ldots \sum_{\omega_{\theta_i} \in \Omega} p(\theta_j = \omega_{\theta_j} | x_j)
\]

\[
= \prod_{j\in N} p(A_{i1} \theta_j = \omega_{\theta_j}, \theta_i = \omega_{\theta_i}, \theta_j = \omega_{\theta_j})
\]

(10)

We notice that each factor in the product in the above expression depends on the label of only one other object apart from the object \( a_i \) under consideration. We can, therefore, simplify it as follows:

\[
Q(\theta_i = \omega_{\theta_i}) = \prod_{j\in N} \sum_{\omega_{\theta_j} \in \Omega} p(\theta_j = \omega_{\theta_j} | x_j)
\]

\[
p(\mathcal{A}_{i\mid j} \theta_i = \omega_{\theta_i}, \theta_j = \omega_{\theta_j})
\]

(11)

Thus, (9) and (11) tell us how to express the match probabilities conditional on both unary and binary measurements as a function of:

- the probabilities conditional only on the unary measurements, and
- information about the binary measurements.

It is interesting to check what form (9) takes in the absence of any measurement information. If \( \mathcal{A}_{i,j\in N} \) does not convey any information, then \( p(\mathcal{A}_{i\mid j} \theta_i = \omega_{\theta_i}, \theta_j = \omega_{\theta_j}) \) is a constant, and if \( x_{i,j\in N} \) does not convey any information, then, for all \( x_{i,j\in N} \) and all \( \omega_{\theta} \in \Omega \), we have

\[
p(\theta_i = \omega_{\theta_i} | x_j) = \hat{p}(\theta_i = \omega_{\theta_i})
\]

(12)

By substituting in (9) and (11), we obtain

\[
p(\theta_i = \omega_{\theta_i} | x_{i,j\in N}, \mathcal{A}_{i,j\in N}) = \hat{p}(\theta_i = \omega_{\theta_i})
\]

(13)

which is correct.

Another interesting point to notice is that even if the unary measurements do not convey any information, the binary relations may still be informative. That is the reason schemes which almost ignore the unary measurements, but use binary ones, are able to find good solutions to the labeling problem (e.g., [31]).

Clearly the last term in (11) is a quantity that is known to us at the outset of the matching process; hence the equations effectively tell us how to update the probabilities \( p(\theta_i = \omega_{\theta_i} | x_i) \) given information about the binary measurements. This suggests that the desired solution to the problem of labeling, as defined by (1), can be obtained by combining (9) and (11) in an iterative scheme where the probabilities \( p(\theta_i = \omega_{\theta_i} | x_i) \) are those calculated at one level (level \( n \), say) of the iteration process, and the probabilities \( p(\theta_i = \omega_{\theta_i} \mid x_{j\in N}, \mathcal{A}_{j\in N}) \) are the updated probabilities of a match at level \( n \) (cf. [25], [29]):

\[
p^{(n+1)}(\theta_i = \omega_{\theta_i}) = \frac{p^{(n)}(\theta_i = \omega_{\theta_i}) Q^{(n)}(\theta_i = \omega_{\theta_i})}{\sum_{\omega_{\theta_i} \in \Omega} p^{(n)}(\theta_i = \omega_{\theta_i}) Q^{(n)}(\theta_i = \omega_{\theta_i})}
\]

(14)

where

\[
Q^{(n)}(\theta_i = \omega_{\theta_i}) = \prod_{j\in N} \sum_{\omega_{\theta_j} \in \Omega} p(\mathcal{A}_{i\mid j} \theta_i = \omega_{\theta_i}, \theta_j = \omega_{\theta_j})
\]

(15)

The quantity \( Q^{(n)}(\theta_i = \omega_{\theta_i}) \) expresses the support the match \( \theta_i = \omega_{\theta_i} \) receives at the \( n \)th iteration step from the other objects in the scene, taking into consideration the binary relations that exist between them and object \( a_i \). The density function \( p(\mathcal{A}_{i\mid j} \theta_i = \omega_{\theta_i}, \theta_j = \omega_{\theta_j}) \) corresponds to the compatibil-
ity coefficients of other methods (e.g., [25], [36]; that is, it quantifies the compatibility between the match $\theta_i = \omega_\beta$ and a neighboring match $\theta_i = \omega_\alpha$. It appears, therefore, that we have compatibility coefficients that are not dimensionless (since a density function has dimensions which are the reciprocal of the relevant random variable). However, they may be normalized by an appropriate datum without affecting the computation. This datum is typically chosen so that a coefficient which represents indifference (i.e., neither compatibility nor incompatibility) has a normalized value of 1.

The iteration scheme can be initialized by considering as $p^{(0)}(\theta_i = \omega_\alpha)$ the probabilities computed by using the unary attributes only, i.e.,

$$p^{(0)}(\theta_i = \omega_\alpha) = p(\theta_i = \omega_\alpha | x_i) \quad (16)$$

We discuss this initialization process in detail later (Section V).

Ideally the process would terminate when an unambiguous labeling is reached, that is when each object is assigned one label only with probability one, the probabilities for all other labels for that particular object being zero. Since we find in practice that the updating rule we have derived generally approaches the state of unambiguous labeling asymptotically, we terminate the algorithm if any one of the following conditions is true:

- For each scene node one of the match probabilities exceeds 1 - $\epsilon_1$, where $\epsilon_1 < 1$.
- In the last iteration, none of the probabilities changed by more than $\epsilon_2$, where $\epsilon_2 < \epsilon_1$.
- The number of iterations has reached some specified limit.

We then use (1) to determine the actual match.

IV. EVALUATING THE COMPATIBILITY COEFFICIENTS

The relaxation process of (14) and (15) requires the preevaluation of the compatibility coefficients which have the form $p(\mathcal{A}_i | \theta_i = \omega_\alpha, \theta_j = \omega_\beta)$; that is they are the density functions for the binary measurements $\mathcal{A}_i$ given the matches $\theta_i = \omega_\alpha$ and $\theta_j = \omega_\beta$.

In evaluating the density function we first consider the general case, in which neither $a_i$ nor $a_j$ is matched to the null label $\omega_0$; in this case, because the density function is conditional on both matches, there is an associated model attribute measurement $\mathcal{A}_0$. If we assume that the noise in the scene attribute measurements $\mathcal{A}_i$ is Gaussian, we may write the density function as

$$p(\mathcal{A}_i | \theta_i = \omega_\alpha, \theta_j = \omega_\beta) = \mathcal{N}_\mathcal{A}_i(\mathcal{A}_0, \Sigma) \quad (17)$$

where $\Sigma$ is the covariance matrix for the measurement vectors $\mathcal{A}_i$. In practice, to limit the number of parameters that have to be estimated, we assume that the errors associated with each one of the measurements are statistically independent; hence:

$$\begin{align*}
 p(\mathcal{A}_i | \theta_i = \omega_\alpha, \theta_j = \omega_\beta) &= \prod_{k=1}^{n_a} \mathcal{N}_\mathcal{A}_i(k) (\mathcal{A}_0(k), \sigma_k) \\
 &= \frac{1}{\prod_{k=1}^{n_a} \sqrt{2 \pi} \sigma_k} e^{-\frac{1}{2} \sum_{k=1}^{n_a} (\mathcal{A}_k - \mathcal{A}_0(k))^2 / (2 \sigma_k^2)} \quad (18)
\end{align*}$$

where $\mathcal{A}_0(k)$ is the value of the kth binary relation between scene objects $a_i$ and $a_j$ and $\mathcal{A}_0(k)$ is the value of the corresponding binary relation between the matching model labels $\omega_\alpha$ and $\omega_\beta$. The constants $\sigma_k$ are the standard deviations of the distributions of errors in the measurements of the values of the corresponding binary relations. The values of these standard deviations should be small compared with the corresponding range sizes $\rho_k$ because we assume that the tails of the Gaussian distribution that lie outside the range $D_k$ are insignificant. If this assumption is not true, some distribution with a finite domain (for example the $\beta$-distribution) must be used instead. Clearly, the theory does not in itself indicate what type of distribution should be used, since this is a property of the measurement data. Thus if better knowledge of the form of the distributions is available, this should be used instead.

It is important to note that we have assumed that the scene and model measurements are compatible; e.g., if $\mathcal{A}_0(k)$ and $\mathcal{A}_0(k)$ are distance measurements, the scales of the scene and model should be the same. So if there is uncertainty in the relative scaling, this should be built into the expression for $p(\mathcal{A}_i | \theta_i = \omega_\alpha, \theta_j = \omega_\beta)$. This problem (of uncertainty in the relationship between scene and model measurements) is encountered more often when the unary measurements are used to initialize the probabilities, and so is discussed in more detail in Section V.

Of the remaining types of compatibility coefficient, either $\alpha_\alpha, \alpha_\beta$ or both are matched to the null node $\omega_0$. In previous methods that used null nodes [12], the attributes were simply discarded when the null node was used as the label. Our method requires that measurements are used for all labelings, so a distribution must be estimated for the binary measurements that include a null labeling. The reasoning for the case in which both objects are labeled as null is similar to that in which there is one null label, leading to the same result; we therefore do not consider it explicitly here. Also since the density function is symmetric in the two matches, we need only examine the case where $a_i$ is matched to $\omega_0$.

There are two reasons why a null labeling might be generated. The model may be incomplete, in which case some model nodes will be missing and the null node provides an alternative label. Also if the image is noisy, we may find that the feature extraction process generates spurious nodes, which should therefore be labeled with the null model node. We consider these two situations in turn.
A. Noisy Scene Data

Because the scene data is usually noisy, not only will this affect the measurements of genuine features extracted from the scene, but it also creates the possibility that spurious scene nodes may be generated that do not correspond to actual physical features at all. We cope with this situation by permitting such spurious nodes to be labeled with the null model node. In this case, the null node has no physical existence, so it neither has attributes nor has relations with any other model node. Thus the conditional part of the expression for the density function (i.e., the matches $\theta_i = \omega_a$ and $\theta_j = \omega_b$ in the expression $p(\mathcal{A}_i | \theta_i = \omega_a, \theta_j = \omega_b)$) tells us nothing about the relations involving the spurious scene nodes, and hence provides no information towards evaluating the density function. We therefore take the maximum entropy view, and assume that in the absence of any other information the density functions are uniformly distributed within their domain $\mathcal{D}$. Hence

$$p(\mathcal{A}_i | \theta_i = \omega_a, \theta_j = \omega_b) = \begin{cases} \frac{1}{\prod_{k=1}^{m} \rho^{(k)}} & \text{if } \mathcal{A}_i \in \mathcal{D}, \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (19)

B. Incomplete Model

In some applications, because the model is imperfect it may have some missing nodes. For example, in the stereo matching application described below (Section VIII), there may be an edge in the scene image that is occluded in the model image, or it may lie just outside the border of the model image. In such a case, we take the view that the missing node does exist, but its attributes and relations with other nodes are unknown; this node therefore has the character of a "wild card," to which we can match all nodes in the scene whose genuine match is missing. That there is only one null model node presents no problem, because our theory explicitly permits one model node to label many scene nodes.

From this viewpoint, we consider that the measurements $\tilde{\mathcal{A}}_{a0}$ between the null node and another model node $\omega_a$ have unknown values, so we can represent them as a set of random variables. Therefore in order to calculate the appropriate compatibility coefficient, we use the theorem of total probability to expand the density function, making the measurements $\tilde{\mathcal{A}}_{a0}$ explicit:

$$p(\mathcal{A}_i | \theta_i = \omega_a, \theta_j = \omega_b) = \int p(\mathcal{A}_i | \tilde{\mathcal{A}}_{a0}, \theta_i = \omega_a, \theta_j = \omega_b) p(\tilde{\mathcal{A}}_{a0} | \theta_i = \omega_a, \theta_j = \omega_b) d\tilde{\mathcal{A}}_{a0}$$  \hspace{1cm} (20)

This first term under the integral,

$$p(\mathcal{A}_i | \tilde{\mathcal{A}}_{a0}, \theta_i = \omega_a, \theta_j = \omega_b)$$

is the conditional density function for $\mathcal{A}_i$ given the location of the missing model node $\omega_a$. It is therefore of the same form as the density function $p(\mathcal{A}_i | \theta_i = \omega_a, \theta_j = \omega_b)$ in the case where neither label is the null node (in which, we may remember from Section III, the model measurement $\tilde{\mathcal{A}}_{a0}$ was included implicitly). In other words, if we make the assumption of a Gaussian distribution as before,

$$p(\mathcal{A}_i | \tilde{\mathcal{A}}_{a0}, \theta_i = \omega_a, \theta_j = \omega_b) = \prod_{k=1}^{m} \mathcal{N}(\tilde{\mathcal{A}}_{a0}^{(k)}, \sigma_k)$$  \hspace{1cm} (21)

For the second term, $p(\tilde{\mathcal{A}}_{a0} | \theta_i = \omega_a, \theta_j = \omega_b)$, we again adopt the maximum entropy approach. Thus, in the absence of any information apart from the possible range of each component $\tilde{\mathcal{A}}_{a0}^{(k)}$ of $\tilde{\mathcal{A}}_{a0}$, $\tilde{\mathcal{A}}_{a0}^{(k)}$ should be uniformly distributed over that range. If for example $\tilde{\mathcal{A}}_{a0}^{(k)}$ is a distance measurement, its value could range from around zero (if the missing model node should have been located close to the node $\omega_a$ to the maximum dimension of the scene (if the missing model node should have been located at the opposite corner of the scene to the node $\omega_a$). Thus in general, the likely range of $\tilde{\mathcal{A}}_{a0}^{(k)}$ is of the order of $D^{(k)}$, the range of $\tilde{\mathcal{A}}_{a0}^{(k)}$. Assuming that the attributes are independent, and denoting the width of $D^{(k)}$ by $\rho^{(k)}$ (Section II), we can put

$$p(\tilde{\mathcal{A}}_{a0} | \theta_i = \omega_a, \theta_j = \omega_b) = \begin{cases} \frac{1}{\prod_{k=1}^{m} \rho^{(k)}} & \text{if } \tilde{\mathcal{A}}_{a0} \in \mathcal{D}, \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (22)

and hence

$$p(\mathcal{A}_i | \theta_i = \omega_a, \theta_j = \omega_b) = \frac{1}{\prod_{k=1}^{m} \rho^{(k)}} \int_{D} \prod_{k=1}^{m} \mathcal{N}(\tilde{\mathcal{A}}_{a0}^{(k)}, \sigma_k) d\tilde{\mathcal{A}}_{a0}$$

$$= \frac{1}{\prod_{k=1}^{m} \rho^{(k)}} \left\{ \begin{array}{ll} \frac{1}{\prod_{k=1}^{m} \rho^{(k)}} & \text{if } \mathcal{A}_i \in \mathcal{D}, \\ 0 & \text{otherwise} \end{array} \right\}$$  \hspace{1cm} (23)

where the approximation holds provided that, as before, $\sigma_k \ll \rho^{(k)} \forall k$.

An extension to this approach would be to calculate $p(\tilde{\mathcal{A}}_{a0} | \theta_i = \omega_a, \theta_j = \omega_b)$ by using the total probability theorem to consider all possible positions for $\omega_a$; this will usually give values that are larger than those that result from the maximum-entropy approach.

One may reduce the uncertainty by considering only a window of the range of measurements located around the point defined by the measurements of the scene node. Then clearly one will obtain larger values of $p(\mathcal{A}_i | \theta_i = \omega_a, \theta_j = \omega_b)$ at the limit, the missing model node will be exactly at the same location in the measurement space as the scene node, and $p(\mathcal{A}_i | \theta_i = \omega_a, \theta_j = \omega_b)$ will have the maximal value of $1/(\sqrt{2\pi} \rho^{(k)})$. In this limiting case, the null match would therefore be preferred to any of the possible non-null matches.
except those which match exactly; we conclude, therefore, that $p(\mathcal{A}_i \mid \theta_i = \omega_a, \theta_j = \omega_b)$ should be well below this maximal value.

We note that both ways of dealing with the problem of null matches lead to the same formula for the compatibility coefficients that involve them. This is very convenient in that we may have no means of discriminating a priori between the two situations that can create a null match.

Since the null match density, $p(\mathcal{A}_i \mid \theta_i = \omega_a, \theta_j = \omega_b)$, has a constant value over the region of interest, we denote its value by the symbol $\eta$, i.e.,

$$\eta = \frac{1}{\prod_{l=1}^{m} p^{(l)}} \frac{1}{R}$$

where the symbol $R$ is introduced for convenience in later sections. In Section VIII we experiment with a range of values of $\eta$ to determine the sensitivity of the algorithm to it.

V. ASSIGNING THE INITIAL PROBABILITIES

In this section we provide a rationale for the assignment of the probabilities of the initial label matches $p^{(0)}(\theta_i = \omega_a)$ based on the unary measurements. As was discussed in Section III, we assume that the unary measurements are independent, so we are seeking to evaluate the quantities:

$$p^{(0)}(\theta_i = \omega_a) = P(\theta_i = \omega_a \mid x_i).$$

We can expand this using Bayes’s theorem and the theorem of total probability:

$$P(\theta_i = \omega_a \mid x_i) = \frac{p(x_i \mid \theta_i = \omega_a) P(\theta_i = \omega_a)}{\sum_{\omega_a \in \Omega} p(x_i \mid \theta_i = \omega_a) P(\theta_i = \omega_a)}$$

In order to evaluate this expression, we firstly consider the prior probabilities $P(\theta_i = \omega_a)$. If $\omega_a$ is the null label $\omega_0$, we define the prior probability of a match with this label to be some constant $\zeta$, and the prior probabilities of matches with all other labels are assumed to be equal to each other. Thus:

$$P(\theta_i = \omega_a) = \begin{cases} \zeta & \text{if } \alpha = 0 \\ \frac{1}{M} & \forall \omega_a \in \Omega \text{ and } \alpha \neq 0 \end{cases}$$

Thus, $\zeta$ represents the proportion of scene nodes that match the null model node. Since this proportion will depend on the application, $\zeta$ must be determined experimentally.

In order to be able to evaluate the expression $p(x_i \mid \theta_i = \omega_a)$, we need some information about the relationship between the frames of reference of the scene and model. Thus for example, if we were to use the color of a node as a unary measurement, this would require some knowledge of the relative scale and offset of the color values of the scene and model. Similarly, if we were to use the node orientation, we would need to have some notion of the overall orientation of the model coordinate system with respect to that of the scene. The knowledge we have of this overall relation may be imperfect; furthermore it is important to distinguish this uncertainty from the uncertainty arising from noise in the measurements of the attributes themselves. We do this by expanding the conditional density function for the unary measurements in terms of $\Phi$, which expresses the (possibly uncertain) relationship between the frames of reference, again using the total probability theorem:

$$p(x_i \mid \theta_i = \omega_a) = \frac{\int p(\theta_i = \omega_a, x_i, \Phi) d\Phi}{P(\theta_i = \omega_a)}$$

Without knowledge of the unary measurements $x$, the probability of a given match is independent of $\Phi$; that is, $P(\theta_i = \omega_a \mid \Phi) = P(\theta_i = \omega_a)$. Hence (28) simplifies to:

$$p(x_i \mid \theta_i = \omega_a) = \int p(x_i \mid \theta_i = \omega_a, \Phi) p(\Phi) d\Phi$$

In this equation, the first term under the integral sign contains information about the unary attribute measurement $x_i$ for a given match. The second term, $p(\Phi)$, is a density function that expresses what we know of the relationship between the coordinate systems used to express the scene and model node attributes.

In general, $\Phi$ represents a function that transforms measurements from the model domain into the image domain; therefore the form of the function, and hence the evaluation of (29), will depend on the nature of the application. We therefore illustrate how we might evaluate the terms in (29) for a simple application in which each node has one attribute, whose measurement errors have a Gaussian distribution. This attribute is such that the function $\Phi$ is represented by a constant (but unknown) offset $\phi$ between the scene and model attribute values, and the attribute measurement is denoted by the scalar $x$. We consider each of the terms of (29) in turn.

A. The Effect of the Unary Attributes Given the Relationship Between the Frames of Reference

In the case of nonnull matches, if a label $\omega_a$ has a measurement $\hat{x}_a$, and if we make the above simplifying assumptions, we can say:

$$p(x_i \mid \theta_i = \omega_a, \phi) = \mathcal{N}_a(\hat{x}_a + \phi, \sigma_0)$$

where $\sigma_0$ is the standard deviation of the errors.

Using the same reasoning that we employed for the binary relation densities, we assign a constant value $\eta_0$ for the density conditional on a null match:

$$p(x_i \mid \theta_i = \omega_0, \phi) = \eta_0$$

and therefore

$$p(x_i \mid \theta_i = \omega_0) = \eta_0$$
B. The Relationship Between the Scene and Model Frames of Reference

Because $\phi$ is a constant, it could be regarded as a parameter whose value should be estimated in some way; ideally we would estimate it as part of the matching process. If, however, we regard it as another random variable, we must decide on its likelihood distribution. In some applications we will know the relationship between the coordinate systems. In this case, the density function $p(\phi)$ collapses to a delta function, and (29) becomes (for non-null matches):

$$p(x_i | \theta_i = \omega_a) = \mathcal{N}_{x_i}(\bar{x}_i + \phi, \sigma_0)$$

Alternatively we may only be able to estimate the mean and standard deviation of $\phi$. In this case, from maximum entropy considerations, $p(\phi)$ should take the form of a Gaussian distribution, with mean $\bar{\phi}$ and standard deviation $\sigma_0$, say; from this we may deduce that

$$p(x_i | \theta_i = \omega_a) = \mathcal{N}_{x_i}(\bar{x}_i + \bar{\phi}, \sqrt{\sigma_0^2 + \sigma_2^2})$$

If all that we know is (or if our system specification tells us) that $\phi$ say, lies in the range $\phi_1 ... \phi_2$, then maximum entropy considerations indicate that we should use an equiprobable density function:

$$p(\phi) = \begin{cases} \frac{1}{\phi_2 - \phi_1} & \text{if } \phi_1 < \phi < \phi_2 \\ 0 & \text{otherwise} \end{cases}$$

Assuming (as in the case of the binary measurements) that the standard deviation of the unary measurements is small, i.e., $\sigma_0 \ll \phi_2 - \phi_1$, (29) becomes:

$$p(x_i | \theta_i = \omega_a) = \begin{cases} \frac{1}{\phi_2 - \phi_1} & \text{if } \phi_1 < \phi < \phi_2 \\ 0 & \text{otherwise} \end{cases}$$

C. Pruning the Set of Initial Matches

If our choice of $p(\Phi)$ is such that some of the initial match probabilities $P(\Phi(\theta_i = \omega_a))$ are zero, the form of the updating rule of (14) will prevent that match from ever being selected. In this case, these potential matches can be excluded from the relaxation process, possibly resulting in a significant reduction in the computational load. In practice, we also exclude matches where the initial probabilities are very small. This pruning of the set of possible matches will modify the algorithm, since the size of the set may now be different for each scene node. In other words, each scene label $\theta_i$ will now be matched against its own set of possible model labels $\Omega_i \subseteq \Omega$, where

$$\Omega_i = \{ \omega_{i_1}, \omega_{i_2}, ..., \omega_{i_m} \}$$

VI. COMPARISON WITH OTHER RELAXATION METHODS

In this section we compare our method to those of other workers, in particular to the methods of Kittler and Hancock [29], Rosenfeld, Hummel, and Zucker [36], Hummel and Zucker [25] and Li, Kittler, and Petrou [32].

Our method is similar in principle to that of Kittler and Hancock, with the important difference that we include binary as well as unary information. In both cases the support function is initialized in the form of a multiple summation of a product, which is of exponential complexity ((11) in our case). In [29], this problem is resolved in one of two ways: either the model is sufficiently small that a dictionary method may be used, or it is assumed that the number of neighboring nodes that interact directly with a given node is very small, which enables the factorization of the support function. With our method, the inclusion of the binary information leads to a form of the support function which can be factorized without needing to make any further assumptions; this means that we can apply it to large problems in which each node interacts with all other nodes. In this factorized form our support function is then in a similar form to that derived in [29]. This type of product-of-sum support function has also been derived, using different approaches, by several other authors [26], [28], [33], [45].

It is interesting to note that unless the binary relations used are of an entirely different nature than the unary relations, all the information concerning the binary relations is already present in the unary relations. For example, if the unary attributes of a node are color and size, and the binary relations used are relative position and orientation, the binary relations clearly contain additional information to that conveyed by the unary measurements. In such a case the unary measurements concerning a certain object are indeed independent from the measurements concerning any other object in the scene, and the assumption made in order to derive (9) (and a corresponding one in the Kittler and Hancock formalism) is correct. However, if for example the unary measurements used concern position and orientation of the objects in the image coordinate system and the binary relations are relative position and relative orientation, then the binary relations do not convey any extra information over that of the unary measurements, and one would expect that the inclusion of the binary relations in the relaxation scheme would not make any difference to the process. However, this is not the case. The explicit inclusion of information that is already there implicitly, greatly accelerates the process of convergence to the solution because it allows the modelling of this information. There is an analogous situation in the message-centered approaches where optimization of the joint posterior distribution is sought (e.g., [19]): Through the Gibbs distribution the long range and higher order interactions are implicitly included in the process, but multiresolution schemes which make these implicit interactions explicit, greatly accelerate the convergence to the solution (e.g., [21]). In our case, the inclusion of the binary relations and their assumed metric nature in effect allows us to model explicitly the overall shape of the configuration of the objects we try to label.

We can see that our updating rule (14) is of the same form as that proposed by Rosenfeld et al. (if we view our support function $Q$ as being related to their support function $q$ by $Q = 1 + q$), although the form of the support function (15) is different. However, we can show that the method of Rosenfeld
et al. is the limiting case of our method when we assume that the contextual information conveyed by the binary constraints $A_y$ is small. We may normalise the density function in (15) without affecting the overall result; thus we may put

$$Q^o(\theta_i = \omega_a, \theta_j = \omega_b) = \prod_{j \in N_i} \sum_{ij \in \Omega} p^{ij}(\theta_j = \omega_b) r(\theta_i = \omega_a, \theta_j = \omega_b)$$

where

$$r(\theta_i = \omega_a, \theta_j = \omega_b) = \frac{p(A_y \mid \theta_i = \omega_a, \theta_j = \omega_b)}{p_0}$$

$p_0$ being the value of the density function for which match $\theta_i = \omega_a$ is expressing support neither for nor against the match $\theta_i = \omega_b$. For example, in the application discussed in Section VII, we might put $p_0 = 1/|R|$. Thus, $r(\theta_i = \omega_a, \theta_j = \omega_b)$ is a positive quantity, which we can view as expressing compatibility between the matches $\theta_i = \omega_a$ and $\theta_j = \omega_b$. In particular if the match $\theta_i = \omega_a$ supports the match $\theta_j = \omega_b$, $r$ is greater than one, and vice versa.

If the influence of match $\theta_i = \omega_a$ on match $\theta_j = \omega_b$ is small, we can put

$$r(\theta_i = \omega_a, \theta_j = \omega_b) = 1 + \pi(\theta_i = \omega_a, \theta_j = \omega_b)$$

where we are assuming that the quantities $\pi(\theta_i = \omega_a, \theta_j = \omega_b)$ are some small numbers, i.e.,

$$\pi(\theta_i = \omega_a, \theta_j = \omega_b) \ll 1$$

Substituting (39) into (37), we obtain:

$$Q^o(\theta_i = \omega_a) = \prod_{j \in N_i} \left[1 + \sum_{ij \in \Omega} p^{ij}(\theta_j = \omega_b) \pi(\theta_i = \omega_a, \theta_j = \omega_b)\right]$$

which, on expanding the product and retaining only first order terms, becomes

$$Q^o(\theta_i = \omega_a) = \prod_{j \in N_i} \left[1 + \sum_{ij \in \Omega} p^{ij}(\theta_j = \omega_b) \pi(\theta_i = \omega_a, \theta_j = \omega_b)\right]$$

$$= \prod_{j \in N_i} \left[1 + \sum_{ij \in \Omega} p^{ij}(\theta_j = \omega_b) r(\theta_i = \omega_a, \theta_j = \omega_b) - 1\right]$$

Thus, if the $m$s in this form of the support function are equivalent to the weighted correlation coefficients of Rosenfeld et al., we can see that the two methods are equivalent. In practice however, the form of the density function $p(A_y \mid \theta_i = \omega_a, \theta_j = \omega_b)$ is Gaussian, with relatively small standard deviations (Section IV); therefore the assumption that $\pi(\theta_j = \omega_b, \theta_i = \omega_a) \ll 1$ is not valid, and indeed in general will not even guarantee that $Q$ is nonnegative. Attempts to use the method by scaling down the $m$s were not satisfactory: matches were more frequently incorrect than those obtained using the support function of (15), and the number of iterations required for convergence was typically greater by about one order of magnitude.

The method of Li et al. uses a similar form of support function to that of (42). Also their compatibility coefficients $\pi$ are similar, although they are derived heuristically. The updating rule is a modified form of the projected gradient algorithm of Hummel and Zucker. From the analysis earlier, it is clear that the approach of Li et al. corresponds to the case of low contextual information. This assumption clearly does not hold, since the unary measurements themselves do not seem to contain much information in the application they considered. In fact the authors could obtain good results even when their scheme was initialized at random. However, their scheme needed many more iterations to converge (typically 30-50), whereas our scheme reaches a consistent solution typically within 2-4 iterations. The reason is that the restrictions imposed by the assumption of low contextual information permits only a "diluted" version of the contextual information to be taken into account at each step, so that many more iterations are necessary.

VII. APPLICATION OF THE METHOD TO GRAPHS WHOSE NODES ARE STRAIGHT LINE SEGMENTS

So far we have not indicated what particular objects the nodes of the graph represent. We now show how the theory may be applied to problems in which the graph nodes correspond to straight line segments extracted from a scene and a corresponding model.

We use one unary measurement $x_i(1)$ (i.e., $m_1 = 1$), namely the absolute orientation of each line segment. Therefore, in the remainder of this section we use the scalar $x_i$ instead of the vector $x_i$ to denote a unary measurement, and $c_0$ to denote its standard deviation. The relationship $\Phi$, therefore, reduces to the addition of $\Phi$, the orientation of the scene relative to the model. The constant $c_0$ denotes the extent of the possible values of the $x_i$; in the case of line features, since the matching process is oblivious to a 180° mismatch, $c_0 = 180°$.

We use four binary relations ($m_2 = 4$):

$A_y^{(1)}$—the angle between line segments $a_i$ and $a_j$. This can range from $-90°$ to $90°$, so $A_y^{(1)} - A_y^{(1)}$ has a value in the range $-90° \ldots +90°$. Hence (cf. the unary measurement) $\rho^{(1)} = 180°$.

$A_y^{(2)}$—the angle between segment $a_i$ and the line joining the center-points of segments $a_i$ and $a_j$. Since the orientation of $a_i$ lies in the range $-90° \ldots +90°$, we constrain $A_y^{(2)} - A_y^{(2)}$ to lie in this range as well; hence $\rho^{(2)} = 180°$.

$A_y^{(3)}$—the minimum distance between the endpoints of line segments $a_i$ and $a_j$; thus the range $\rho^{(3)}$ of possible values is some measure $d$ of the scene size (measured in pixels).

$A_y^{(4)}$—the distance between the midpoints of line segments $a_i$ and $a_j$; therefore $\rho^{(4)} = \rho^{(3)}$. 


An important issue in representations for computer vision and pattern recognition is invariance. Structures like the attributed relational graphs are meant to give rise to intrinsically invariant representations of objects [3]. Of the above binary relations, the angle relation between lines is invariant to (2D) rotation and translation but not of scale changes. Further, as distances between segments are used as matching cues, the line segments involved should be of roughly the same size. For this purpose, the lines extracted from the model and the scene are divided into segments of roughly similar size.

From the foregoing we see that the implementation of the method depends on the values of several parameters; we discuss each in turn:

\( \sigma_u, \sigma_v \) — the standard deviations of the errors in the unary and binary measurements. Initially we estimate these values from a visual comparison of a typical scene with the corresponding model. However once a match is established, the errors themselves can be obtained from the matched segments, and improved estimates of the standard deviations can be calculated from these measurements. These improved estimates can then be used in subsequent instantiations of the algorithm.

\( \phi \) — the orientation of the scene with respect to the model. The distribution of \( \phi \) will depend on what we know about the origins of the data, and is therefore determined by the particular problem being solved.

\( \zeta \) — the a priori probability of obtaining a null match. This is dependent on the quality of the algorithms that extract line segments for the scene and model. A fairly small value is chosen initially (\( \zeta = 0.1 \)). An improved estimate can be obtained by counting the proportion of null matches obtained from match results that are deemed to be good.

\( \eta_u, \eta_v \) — the null match densities for the unary and binary measurements respectively. The analysis of Section IV indicates that we might use one of a range of possible values for the null match density. In practice values for \( \eta \) in the region of 1/R from (24) were found to give better results (Section VIII). Similarly, we used a value of 1/180 for \( \eta_u \).

To find a solution we proceed as follows. Firstly we initialize the probabilities \( P^{(0)}(\theta_i = \omega_\theta) \), using (25) and (26):

\[
P^{(0)}(\theta_i = \omega_\theta) = \frac{p(x_i \mid \theta_i = \omega_\theta)p(\theta_i = \omega_\theta)}{\sum_{\theta_i \in \Theta} p(x_i \mid \theta_i = \omega_\theta)p(\theta_i = \omega_\theta)}
\]

Then at each iteration step and for each possible match, we compute the support function as given by (15):

\[
Q^{(n)}(\theta_i = \omega_\theta) = \prod_{j \in M} \sum_{\omega_\theta \in \Theta} P^{(n)}(\theta_j = \omega_\theta)p(A_{ij} \mid \theta_i = \omega_\theta, \theta_j = \omega_\theta)
\]

and update the probability of each possible match using (14):

\[
P^{(n+1)}(\theta_i = \omega_\theta) = \frac{P^{(n)}(\theta_i = \omega_\theta)Q^{(n)}(\theta_i = \omega_\theta)}{\sum_{\omega_\theta \in \Theta} P^{(n)}(\theta_i = \omega_\theta)Q^{(n)}(\theta_i = \omega_\theta)}
\]

The process is halted when, for each object \( a_o \), there is one label \( \omega_\theta \) for which \( P^{(n)}(\theta_i = \omega_\theta) \) is within some small distance \( \epsilon \) from unity. This ensures that the final labeling is in general effectively unambiguous, i.e., \( P(\theta_i = \omega_\theta) = 1 \) for some \( \omega_\theta \), and \( P(\theta_i = \omega) = 0 \forall \alpha \in \Omega, \alpha \neq \omega_\theta \); in other words, each node has a single interpretation.

**VIII. EXPERIMENTAL RESULTS**

We applied the theory developed in the previous sections to two problems. The first was to match roads extracted from an aerial photograph with the corresponding roads in a digital map; the second was to match corresponding edges extracted from a stereo pair of images. In both applications we assume that the line networks have already been extracted by some means (e.g., [34]) and each of the networks is represented by an attributed relational graph, where the nodes are line segments. Problems of line or edge extraction and polygon fitting do not concern us here.

**A. The Road-Matching Problem**

We assume that the aerial photograph has already been roughly corrected for perspective and other geometric distortions and that a digital map is available, covering a large area which includes the area depicted in the photograph. Our purpose is to identify on the map where exactly the area depicted by the photograph is. For this purpose, we chose to match the road networks of the image and the map, as opposed to matching roundabouts (traffic circles) or junctions which are not usually detected robustly by the various edge detectors.

We used a model consisting of road segments that were extracted from a large-scale digital Ordnance Survey map, covering a mainly urban area 1-km square. The map is shown scaled so that it approximately matches the image (Fig. 1a). In practice this would reflect the knowledge of the height of the aircraft and the direction of flight derived from on-board sensors.

For the scene we used an aerial image from which we extracted a series of 19 small square subimages, of varying information content and quality; each subimage corresponds to an area that is about 10% of that of the region contained in the map (Fig. 1b). In most cases the line segment extraction process generated around 8%–10% of the number of line segments extracted from the map.

In both scene and model, long line segments (more than 20 pixels long) are broken into shorter ones to make line sizes in model and scene more consistent; this is because we use binary relations derived from distances between the centers of pairs of line segments. One might argue that the process of breaking long line segments may lead to impossible graphs, and that it would have been better to resort to other solutions, like for example using the length of the segment as a unary attribute. Line strings, however, tend to get broken in unpredictable places during the process of their detection, and their lengths...
are very unreliable attributes. Short line segments (less than 8 pixels long) are omitted in order to limit the size of the data sets because the computation time is proportional to the square of the product of the scene and model data set sizes.

Consider the matches illustrated in Fig. 2. In Fig. 2a the match is a good one, and so the position error is zero. The match spread is 2.8 pixels, which is substantially less than the measured standard deviation of the distance measures (8 pixels). In Fig. 2b the match is incorrect, with a position error of 40 pixels. Also two null matches, indicated by the white line segments in the scene, were required in order to find the match. The match spread is still only 3 pixels however, indicating that the match is a reasonably good fit in spite of being incorrect. We can see that the fit is good if we note that the match is out by about 180°.

A.1 Measures of Match Accuracy

Since there are many geometrical relations between the line segments, it is clear that there are several ways we might select some group of these relations to measure the goodness of match between scene and model. We used two such measures, one which relies on knowing the correct match in advance, and one which does not.

The "position error" measure compares the center of gravity of the matched segments in the map with the correct position obtained using a priori knowledge. This measure is therefore only of use for testing the matching algorithm. The errors are measured in units of pixels of the image, each image in Fig. 1b being 60-pixels square. By comparison, the map when correctly scaled is about 185-pixels square. We assume here that the scales of the map and the image are approximately the same.

The "match spread" measure is calculated as follows. Firstly the center of gravity of the matched segments in image and map is found, and the map is rotated about this center of gravity to fit the image. The measure is then computed as the standard deviation of the difference in position of the segments in image and map, measured with respect to their respective centers of gravity. This measure, therefore, does not require any prior knowledge of where the correct match is on the map; hence it is a measure of the plausibility of the match, or in other words an indication of how well the algorithm performed compared with what one might expect from it.

A.2 Dependence on the Unary Measurements

In our application we include unary information in the form of the orientations of the line segments. The usefulness of this information depends, therefore, on our knowledge of the relative orientation φ of the image and map. In our experiments we assumed that the distribution of φ was either Gaussian or uniform over some range. In the limiting case of a uniform distribution over the full range of φ, the algorithm ignores the unary...
information altogether. We tested all 19 scenes of Fig. 1b, with seven different distributions for $\phi$. The results are shown in Table I, with $\eta = 1/R$ and $\zeta = 0.1$. The values for $\sigma_k$ were estimated as $20^\circ$, $5^\circ$, $5$ pixels, and $5$ pixels for $k = 1 \ldots 4$, respectively. In Table I, a good match is considered to be one that is less than 10 pixels in error, a fair one between 10 and 20 pixels, and a bad one more than 20 pixels in error. This large tolerance was used because of the uncertainty in position of line segments along their length. A more sophisticated analysis might make a distinction between errors along and perpendicular to the direction of the segments. In all cases a match was found, and all but one of the match spread measurements were within one standard deviation (8 pixels) of the distance relation measurements. We can see from Table I that there was little dependence on the unary measurements; good results were obtained even when the unary measurements contained no information at all (last row of Table I).

### Table I

**Results for Different Distributions of $\phi$, Using 19 Images**

<table>
<thead>
<tr>
<th>type of distribution</th>
<th>no. of matches that were</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>good</td>
<td>fair</td>
<td>bad</td>
</tr>
<tr>
<td>Gaussian</td>
<td>$s.d.$ ($^\circ$)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>18</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>17</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>17</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>30</td>
<td>17</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>uniform</td>
<td>range ($^\circ$)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\pm 10$</td>
<td>17</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\pm 30$</td>
<td>17</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>

A.3 Dependence on the Values of $\eta$, $\zeta$, and $\sigma_k$

In order to find good values for these parameters, we used the same 19 images that were used in Table I. Using the same range of unary constraints and the same values of the noise standard deviations, $\sigma_k$, we first tested the algorithm with a range of possible combinations of the null match density, $\eta$, and the prior null match probability $\zeta$. We chose a wide range of values for $\eta$ in order to cover the full range of possible values for the null match density (Section IV); $\zeta$ took the values successively of $1/(N+1)$, $0.1$, $0.3$, and $0.6$.

Table II shows the dependence on $\eta$ of the position error and the number of null matches (there were on average about 12 scene nodes to be matched). The first row of the table gives the values of $\eta$, divided by the constant normalizing factor $v$ of the corresponding Gaussian density function:

$$v = \frac{1}{\pi^{m/2} \sigma_k} \prod_{k=1}^{m} \sqrt{2\pi} \sigma_k$$

The results are an average over all of the images, unary distributions and values of $\zeta$. A bad match is one for which the position error is more than 20 pixels; a failed match is one in which all of the matches were to the null node. We can see from this that good performance is obtained for $\eta$ in the region of $1/R$, and that the matching process degrades significantly for higher values of $\eta$.

We use the same set of results to examine the dependence on the null match prior probability, $\zeta$, except that we discard the two highest values for $\eta$. The value $\zeta = 1/(N+1)$ implies that $\zeta$ has the same value as the prior probabilities of the non-null matches. From Table III it appears that the match accuracy is little affected by variations of $\zeta$, although the number of failed matches increases with $\zeta$, as might be expected.

### Table II

**Performance as a Function of the Null Match Density $\eta$.**

<table>
<thead>
<tr>
<th>$\eta/v$</th>
<th>0.0001</th>
<th>0.001</th>
<th>1/(vR)</th>
<th>0.02</th>
<th>0.25</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>no. of good matches</td>
<td>479</td>
<td>518</td>
<td>514</td>
<td>341</td>
<td>53</td>
<td>35</td>
</tr>
<tr>
<td>no. of bad matches</td>
<td>53</td>
<td>14</td>
<td>18</td>
<td>132</td>
<td>67</td>
<td>73</td>
</tr>
<tr>
<td>no. of failed matches</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>59</td>
<td>412</td>
<td>424</td>
</tr>
</tbody>
</table>

### Table III

**Performance as a Function of the Prior Null Match Probability $\zeta$.**

<table>
<thead>
<tr>
<th>$\zeta$</th>
<th>$1/(N+1)$</th>
<th>0.1</th>
<th>0.3</th>
<th>0.6</th>
</tr>
</thead>
<tbody>
<tr>
<td>no. of good matches</td>
<td>467</td>
<td>467</td>
<td>465</td>
<td>455</td>
</tr>
<tr>
<td>no. of bad matches</td>
<td>65</td>
<td>60</td>
<td>53</td>
<td>39</td>
</tr>
<tr>
<td>no. of failed matches</td>
<td>0</td>
<td>5</td>
<td>16</td>
<td>38</td>
</tr>
</tbody>
</table>

Turning our attention to the standard deviation of the binary measurements, $\sigma_k$, we used the same 19 images to examine the matches obtained for various combinations of $\sigma_k$. For this test we used a Gaussian distribution for the unary measurements with standard deviation of $10^\circ$, and put $\eta = 1/R$ and $\zeta = 0.1$.

For each of the 19 images we performed 600 experiments, using all combinations of a range of values for each $k$. To present the results in a concise way, for each of the four values of $k$ we average the results of all of the experiments in which $\sigma_k$ had a particular value (Table IV). We can see from this that the process is not unduly sensitive to the variation of each individual parameter if the remaining ones are held constant. However if we then use the optimum value of $\sigma_k$ from Table IV for each $k$, there are no matches with position error in excess of 20 pixels.

### Table IV

**Number of Bad Matches as a Function of $\sigma_k$ for Each Relation $k$.**

<table>
<thead>
<tr>
<th>$\sigma_k$ (pixels)</th>
<th>5</th>
<th>8</th>
<th>12</th>
<th>16</th>
<th>20</th>
<th>25</th>
</tr>
</thead>
<tbody>
<tr>
<td>no. of bad matches out of 2850 total</td>
<td>42</td>
<td>20</td>
<td>13</td>
<td>46</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\sigma_k$ (pixels)</th>
<th>3</th>
<th>5</th>
<th>8</th>
<th>12</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>no. of bad matches out of 1900 total</td>
<td>30</td>
<td>27</td>
<td>17</td>
<td>12</td>
<td>9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\sigma_k$ (pixels)</th>
<th>3</th>
<th>5</th>
<th>8</th>
<th>12</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>no. of bad matches out of 2280 total</td>
<td>17</td>
<td>19</td>
<td>19</td>
<td>19</td>
<td>47</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\sigma_k$ (pixels)</th>
<th>3</th>
<th>5</th>
<th>8</th>
<th>12</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>no. of bad matches out of 2280 total</td>
<td>24</td>
<td>14</td>
<td>16</td>
<td>21</td>
<td>46</td>
</tr>
</tbody>
</table>
A.4 Scaling and Orientation Errors

We tested the effects of errors in scaling and orientation of the map. Good matches were generally obtained provided that the map scaling error was within the range \(-20\% \ldots +30\%\). If the scale error is significantly outside this range, gross mismatches usually occur.

The orientation error that could be tolerated depended strongly on the unary constraints; good matches were usually obtained provided that the magnitude of the orientation error was less than the standard deviation of the unary measurements. When there were no unary constraints, the results were unaffected by the orientation error, as might be expected.

Table V indicates how the overall match is dependent on both orientation and scaling errors. The same 19 images were used, and a Gaussian distribution was used for the unary constraints, with a standard deviation of 20°. A bad overall match was deemed to be one in which the position error was more than 20 pixels.

<table>
<thead>
<tr>
<th>table V</th>
<th>MATCH QUALITY AS A FUNCTION OF SCENE SCALE AND ROTATION MISMATCH, EXPRESSED AS THE NO. OF BAD OVERALL MATCHES OUT OF 19</th>
</tr>
</thead>
<tbody>
<tr>
<td>rotation error (%)</td>
<td>30</td>
</tr>
<tr>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
</tr>
<tr>
<td>15</td>
<td>5</td>
</tr>
<tr>
<td>20</td>
<td>8</td>
</tr>
</tbody>
</table>

B. Stereo Image Pair Matching

In the problem of stereo matching we assume that we have extracted the edges in the two images and fitted them with straight line segments. We also assume that the two images have the same orientation, so that we use (33) into (43) in order to determine the initial probabilities.

Using a stereo pair of images, we extracted the edges and generated a set of line segments for each image. Line segments less than 20 pixels long were discarded in order to reduce the data set to a size that would fit in the computer memory. We used the left-hand image as the model and the right-hand one as the scene. The match results indicated that many of the values of the parameters needed were similar to the previous application; the exceptions were the angle standard deviation and null match parameters. Also the relative orientation of the two images is known in this application. We, therefore, used a Gaussian distribution for the unary measurements with \(\sigma_0 = 5^\circ\), and set \(\sigma_1 = \sigma_2 = 5^\circ\). We set \(\zeta = 0.25\) to reflect the greater incidence of null matches.

Fig. 4 shows a typical result of the matching of a stereo image pair. The left image contains 84 edges to be matched, and

Fig. 3. Showing the effect of extraneous scene nodes and incomplete model.
the right 69 edges. 60 matching pairs were found, of which two are incorrect. The black lines in both images are those that remained unmatched. Otherwise corresponding edges in the two images are indicated by white lines. Also in the occasional instance where two (or more) edges of one image are mapped to the same edge of the other, one of the edges will be obscured.

![Fig. 4. Matching edge segments from a stereo pair of images.](image)

**C. Algorithm Performance**

We see from (45) and (44) that the computation consists of two parts: The precalculation of the compatibility coefficients and the relaxation process. Each has a complexity proportional to the square of the total possible number of matches, which we denote as \( n_n \). Thus, \( n_n \leq NM \), the product of the number of scene and model nodes, the equality being obtained when no matches have been pruned.

The calculation of the compatibility coefficients is thus a fixed overhead; with our algorithm it is usually the more time-consuming part of the computation, taking for example about 10 sec on a Sun Sparcstation 10 for an example that had a total of 951 possible matches. The coefficients also dominate the memory consumption, occupying \( n_n \) floating-point words.

The computation for each iteration essentially requires one multiply-accumulate for each match; in the example above each iteration took about 800 msec on the same machine. Fig. 5 shows a histogram for the number of iterations required for convergence for the road-matching example, accumulated over about 3,600 experiments using different parameters and scene locations. The relaxation process for this test was stopped when for each scene node there was one match that had a probability of at least 0.9.

![Fig. 5. Histogram of the number of iterations required for convergence.](image)

**IX. DISCUSSION AND CONCLUSIONS**

We have developed a theory of probabilistic relaxation for structural matching. By using as our starting point the Maximum A Posteriori probability rule, we were able to specify completely the relaxation algorithm, including the calculation of the compatibility coefficients.

The theory rests heavily on the assumption that binary relations between primitives are adequate for the description of the whole structure and that higher order relations are superfluous. This is certainly true if the binary relations are defined in such a way that their knowledge uniquely defines the absolute position (and thus the identity) of a primitive (object) given the absolute position of the object with respect to which the binary relations are defined. Examples of such binary relations are the relative orientation between lines, or the relative orientation, midpoint distance and size between line segments. Counter examples are relations like "object \( a_i \) is on the left of object \( a_j \)," etc. If the binary relations have been chosen in the appropriate way, the number of relations needed to define the whole structure fully is given by the square of the graph size, as opposed to an exponentially growing number if higher order relations were to be involved. This considerably reduces the computational overhead.

In the specific application we discussed in this paper, further redundancy would be possible if a much more reliable line map could be extracted from the image. For example, humans could match road networks by simply matching two or three roads which are at specific orientations from each other. Similarly, objects often can be recognized by recognizing a small subpart of them. In principle, this should be possible in machine vision too. However, machine vision data are too noisy and the matching process has to rely on the cooperative matching of all visible subparts. That is why, in the algorithm that we implemented, all binary relations between objects are taken into consideration. This may sound excessive; however it results in a very robust algorithm which, as shown in the previous section, can cope with very noisy data containing...
many extraneous line segments as well as missing whole parts of the matched networks.

Because of the choice of unary and binary relations, our matching is invariant to translation and rotation but not to scale changes. Clearly the results are not affected if both networks are changed by the same scale factor. However, they will deteriorate drastically when scales are changed relative to each other by a factor larger than about 20%. Our work is aimed at performing inexact matching under distortions caused by noise, but not at dealing with rubber-like shape changes. This is because the constraints used are geometric rather than topological.

The computational algorithm for the matching may be parallelized at different levels, according to the requirements of the available hardware. Thus, for a coarse-grained parallelism we may implement the update rule for each scene node on a separate processor; alternatively on vector-processor or SIMD architectures we may treat the multiply-accumulate operation at the heart of the support function as a vector process.
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