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Abstract—For large-scale simulations, the data sets are so massive that it is sometimes not feasible to view the data with basic

visualization methods, let alone explore all time steps in detail. Automated tools are necessary for knowledge discovery, i.e., to help sift

through the data and isolate specific time steps that can then be further explored. Scientists study patterns and interactions and want to

know when and where interesting things happen. Activity detection, the detection of specific interactions of objects which span a limited

duration of time, has been an active research area in the computer vision community. In this paper, we introduce activity detection to

scientific simulations and show how it can be utilized in scientific visualization. We show how activity detection allows a scientist to

model an activity and can then validate their hypothesis on the underlying processes. Three case studies are presented.

Index Terms—Activity modeling, activity detection, activity recognition, simultaneous event detection, Petri Nets, feature tracking,

group tracking, time-varying scientific data analysis and visualization

Ç

1 INTRODUCTION

TODAY’S state-of-the-art simulations generate high-resolu-
tion data at an ever increasing rate. Such simulations

produce data with billions of mesh points (or voxels) for each
time step and thousands of such time steps with multiple
variables. Time-varying data can easily reach peta- and exa-
byte scale. Visualizing these massive data sets is still an
ongoing problem. Even after visualizing this data, viewing
each variable at each time step is practically impossible in
thousands of time steps. Simulations become too complex
for the scientist to analyze manually. In such time-varying
data sets, scientists want to know “where and when events
happen” or “how long an event lasts.” Finding these events
in thousands of time steps is not possible with standard
visualization tools. What scientists need are routines,
procedures, and visualizing techniques to help filter massive
data and help focus on areas and events of interest.

In many simulations, a scientist has a hypothesis about
events occurring in the data and would like to test and
refine his/her assumptions in the hypothesis. Allowing a
scientist to model an event and then search for that event
over thousands of time steps would both filter massive data
and enable scientists to focus on regions of interests in both
space and time.

Detection of events has been an active research area in
video analysis and there have been a large number of
techniques and tools proposed (see Section 2). However,
currently there is no tool available for scientists to define,
model and automatically search for complex events, i.e.,

activities, in their time-varying 3D scientific data. Most
feature-based visualization and analysis routines are still
focused on a single time step. Available visualization routines
for feature-based time-varying data are mostly concerned
with the correspondence problem that involves correlating
objects from one time step to the next. These routines do
not provide the scientist the ability to model complex
spatiotemporal patterns or to answer the fundamental issue
of where, when, and how “interesting things” occur.

Fundamentally, activity detection is an automated search
process of finding a specific and complex pattern (activity)
in a large data set containing many different types of
patterns. Activity examples include formation of features
(such as galaxies, halos, storms or blood clots), anomalous
interaction or behavior (anomaly detection), Merge-Split,
and ignition events. These patterns are distributed over a
large number of time steps. Different instances of the
pattern can happen in different durations, i.e., one instance
of an event may take 20 time steps and another instance of
the same event could take 4.

The problems facing any attempt to localize complex
events (activities) automatically in time-varying 3D scien-
tific data can be summarized as how to

1. provide an appropriate way for users to define an
event of interest;

2. find an appropriate formalism to model this event;
3. apply the model to detect many instances of the

event of interest in simulation data; and
4. present the detected events to users in an appro-

priate visual form.

In this paper, we introduce activity detection and discuss
its applicability for both data analysis and visualization
purposes of scientific data with observable features or
events. Our main goal is to develop a framework that a
scientist can use to first model a spatiotemporal pattern and
then search through massive data sets to find instances of
such a pattern. The natural way of modeling events or
activities is using a graphical and state-based approach that
can convert or translate the semantics of an event into a
graph-based model. Therefore, in this paper, we propose

IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS, VOL. 20, NO. 3, MARCH 2014 377

. S. Ozer and D. Silver are with the Vizlab, Department of Electrical &
Computer Engineering, Rutgers University, Piscataway, NJ 08854.
E-mail: {sedat, silver}@rutgers.edu.

. K. Bemis is with the Department of Marine & Coastal Sciences, Rutgers
University, Piscataway, NJ 08901. E-mail: Bemis@rci.rutgers.edu.

. P. Martin is with the Crocco Lab, Department of Aerospace Engineering,
University of Maryland, College Park, MD 20742.
E-mail: mpmartin@umd.edu.

Manuscript received 2 Jan. 2013; revised 20 May 2013; accepted 4 Aug. 2013;
published online 19 Aug. 2013.
Recommended for acceptance by R. Machiraju.
For information on obtaining reprints of this article, please send e-mail to:
tvcg@computer.org, and reference IEEECS Log Number TVCG-2013-01-0001.
Digital Object Identifier no. 10.1109/TVCG.2013.117.

1077-2626/14/$31.00 � 2014 IEEE Published by the IEEE Computer Society



using Petri Nets (PNs) for modeling and searching for
events in scientific simulations. An overview of the
proposed framework is shown in Fig. 1. First, a scientist
defines and models the pattern using a Petri Net and then
the instances of this pattern are isolated automatically in the
time-varying data set. The result is a list of participating
features and specific time intervals, where that specific
pattern occurs.

Our contributions in this paper include introduction of
the concept of activity detection for scientific visualization,
the use of Petri Nets to model and detect activities in
scientific visualization, an enhancement of Petri Nets to
include the dynamics of scientific phenomena, and demon-
stration of the use of activity detection on three different 3D
time-varying data sets as case studies.

1.1 Definitions and Use-Case Scenarios in
Scientific Data

An event is a spatial and temporal (spatiotemporal) pattern
that happens over a course of time steps and can include the
interactions of different types of objects. Events can be
further divided into two groups: atomic events (actions) and
complex events (activities).

An atomic event or action is a primitive event that is
easier to define and detect and can be inferred by
comparing the current time step to a specific (reference)
time step. Actions usually occur between two consecutive
time steps, such as merge, split, birth, and death [1]. A
complex event or an activity is an event that spans multiple
time steps and includes multiple object types, object states
or object interactions. Complex events usually occur over
more than two time steps. An actor is an object that
participates or is involved in an activity. In this work, we
will use the terms actor, object or feature interchangeably to
refer to a region of interest that performs the activity or is
participating in the activity. We will use the terms metadata
or attributes to describe a set of computed quantitative
properties of objects.

Activities are common interests in video analysis as in
[2], [3], [4], [5], and [6]. For example consider a security
surveillance system at an airport. There are hundreds of

locations and thousands of hours of video that must be
monitored. One situation of interest to security personal is a
“left-baggage” activity where a person walks in with a bag,
puts the bag down and then walks away without the bag. A
model of this activity is shown in Fig. 2. Searching for that
sequence in hours of video footage (and real time) is a
crucial task.

Fig. 2 illustrates the activity “a walking person leaves a
bag unattended” as a sequence of key and atomic
(primitive) events without considering all the possible
configurations. Similar to Fig. 2, there are many cases
where the scientists are looking for complex events of
features. Examples are: formation of a packet [7], formation
of a galaxy as in [8], and combustion events as in [9]. Three
specific examples we use in this paper include “Anom-
alous Plume Bending,” “Packet formation,” and “Merge-
Split.” In oceanography, scientists are interested when an
anomaly occurs, i.e., unusual changes in direction or
magnitude of the bending of the plumes in response to
local ocean currents (Anomalous Plume Bending). As
another example [7], in wall-bounded turbulent direct
numerical simulations (DNS) there are hundreds of hairpin
vortices (features) interacting with each other in each time
step. One event scientists are interested in is finding when
packets form, i.e., “Packet Formation” and its duration. (A
packet is a group of features acting coherently). This event
involves numerous “young” hairpin vortices that come
together and eventually form a group (packet). The third
example is the “Merge-Split” activity in which first
multiple features merge to form a single feature, and then
this single feature splits into multiple features again within
a specified time interval. Similar events have been
described in [34] and [47] previously.
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Fig. 1. An activity detection framework with Petri Nets: The data come into the framework on the left. The activity or event of interest is defined by the
scientist and it is the event that the scientist is interested in searching for within the data set. The way the scientist describes the event is through the
use of a Petri Net. The next step is processing the data. In this step features, variable changes, and so on, are computed and stored as metadata.
This step also involves correlating features/variables and their changes over time. Once this information is computed it can be searched using the
Petri Nets to find an activity of interest. The output of the Petri Net is a list of time steps where the event occurs and a list of features that participate in
the activity.

Fig. 2. A simple sequence of an activity (left-baggage) formed of three

different key atomic events (actions) over the course of 42 time steps.



Many other domains have the need for detection of
activities such as blood clot formation in blood flow
simulations [10], magnetic storm formations in space-weath-
er simulations [11], and extinction and reignition in turbulent
flames in combustion simulations [12]. All these examples
involve actors performing activities and all these activities can
be modeled by using a common formalism. Activities occur
over multiple time steps in which feature attributes or feature
types may change over a course of an experiment/simula-
tion. The duration of the occurrence of an activity usually
changes from one instance of the activity to the next. For
example, one such occurrence could happen over 10 time
steps and another could take 100 time steps. The ability to
model an activity considering such variance in durations is
necessary prior to detecting the activity. The natural and best
way of describing such activities is via the key feature states
and key atomic (primitive) events (i.e., actions) that char-
acterize the complete activity. Once the key actions and
feature states are determined, we can express such complex
events as a sequence (or a combination) of these feature states
and actions. In such a sequence model, the detection starts as
soon as the first primitive event of the sequence occurs and
completes with the occurrence of the final primitive event.
In a graph-based technique, each node represents one of these
key atomic events or feature states. A Petri Net is such a
graphical technique that uses nodes as feature states or their
primitive events (See Section 3).

Table 1 categorizes some of the available domain
specific terms based on objects (actors, features), and their
interactions/atomic events for general computational fluid
dynamics (CFD) simulations. These are the events that can
describe the actions or the entire activity depending on the
complexity of the interaction in CFD domain and these are
the types of events that can be modeled for activity
detection. Each of these listed items can represent a node
in a Petri Net model of an activity.

Similar to Table 1, a library formed of common atomic
event definitions and feature types can be created and then
can be used to describe more complicated activities for
scientific simulations. Such a library would also help
scientist to describe how to express their domain specific
actions and features. Moreover, meaningful combinations
of such object and interaction types could yield exploratory
knowledge discovery.

Activity detection can be utilized in many other different
ways in scientific visualization. Example applications are

model or hypothesis validation in simulations, time-varying
data analysis, and time-varying transfer function generation.

We present the related activity detection work in the next
section. In Section 3, first we discuss Petri Nets and the
enhancements needed to operate within a scientific envir-
onment. We then describe the implementation and how
visualization can be enhanced with this approach. In
Section 4, three case studies are given to demonstrate how
Petri Nets can be used to identify events within time-
varying data and we conclude this paper in Section 5.

2 RELATED WORK

Detection of activities is a fundamental and important step
of fully automated intelligent systems and applies to many
fields where the data come from various types of sensors
including cameras, medical devices, and sensor networks as
in [13], [14]. It has been an active research area under the
“activity detection” name, although the terms “activity
recognition,” “action detection,” and “action recognition”
have also been used interchangeably, (see the survey [15]).

Activity detection is related to data mining. Data mining
is the process of finding new and nontrivial information
within a data set. This information can be in the form of a
pattern, a model of the process that generated the data set
or the correlation information between the available
variables. Activity detection specifically deals with the
complex patterns that are in the form of sequences (or
combinations) of simpler patterns. A successful data mining
technique requires domain knowledge [16]. This is also true
for a generic activity detection framework. Inputs and
outputs of a generic activity detection framework are shown
in Fig. 3.

While supervised and unsupervised techniques can also
be used for activity detection, they do not provide an
intuitive and easy way to express a hypothesis. Our focus in
this paper is presenting a technique that allows a scientist to
specify an event and search for it. Therefore, in this paper,
we propose to use Petri Nets to express and model an
activity. A Petri Net model is a graph abstracting an
activity. Therefore, the same Petri Net model (graph) can be
used in different simulations with different parameters.
Compared to the learning-based data mining techniques,
their performance depends on the model description as
opposed to forming new training data. Choosing between
learning-based algorithm and graph-based algorithm bal-
ances a tradeoff between needing additional data for
training and needing to specify an accurate description.
A graph-based approach is more likely to meet our
objective of enabling hypothesis testing.
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TABLE 1
Ontology of Coherent Structures and Their Evolution

Fig. 3. Inputs and outputs of a typical activity detection framework, the

definition of the activity comes from the domain knowledge.



As a framework, activity detection involves numerous
steps including segmentation, tracking, and computing the
feature attributes. Therefore, in this section, first we review
activity detection in computer vision and then we give a list
of the available segmentation and tracking techniques in
scientific visualization.

2.1 Activity Detection in Computer Vision

In computer vision, the activity detection problem is treated
with different approaches including clustering, machine
learning or semantic-based techniques using rules or graphs
such as Petri Nets. All of these approaches require the
domain knowledge in different forms. For example, in the
case of machine learning, the domain knowledge is
embedded within the training data. The learning process
and the accuracy of the technique depend on the validation.
Validation requires ground truth, which is a set of expected
or real outputs (labels) from the technique. Picking (or
generating) the ground truth or the training data is
equivalent to manually picking and labeling multiple
instances of the activity within the data set. This is almost
the same as exploring the data manually in each time step
and, therefore, is an extremely time consuming task [17].

Semantic-based activity detection approaches simply
generate a model of the given activity from its description.
These approaches do not require training data or a certain
type of cost or similarity function to be derived. Instead, the
domain expert defines the activity in a sequential form in a
timely manner and this description is used to search for the
event. The sequential form can be in the form of a set of rules
(as in [18]) or a graph (as in [19], [20], [21], [22]). Both rule-
based and graph-based techniques are fundamentally logic-
based (if-then based) techniques. Among those, the graph-
based techniques use a state-based approach in which the
various stages of an activity are described as the individual
nodes (e.g., finite-state machines, Petri Nets). Petri Nets
encompasses both rule-based techniques and finite-state
machines (a finite-state machine is a subclass of Petri Nets,
see Section 3). Using the Petri Net formalism, a scientist
models an activity in a graphical fashion where objects in the
simulation pass through different stages on the way to being
classified as an activity. Once the graphical model is
available, a Petri Net algorithm evaluates the model to
search for the instances of the activity automatically. (This is
analogous to knowledge-assisted visualization [25].)

In computer vision, activity detection applications
mainly focused on human-related activities. These include
interactions or relations between: humans and humans [26],
humans and vehicles [27], humans and websites [28] or
certain human behaviors or their situations in certain
environments as in [13]. Various techniques including
Bayesian techniques, hidden Markov models, and condi-
tional random fields are used to “learn” and detect activities
in such examples. A detailed list of available activity
examples and detection techniques can be found in the
review papers [3], [15], [29], and [30]. Recently, Petri Nets
gained the attention of researchers in both data mining and
activity detection communities as in [2], [5], [19], [20], [21],
and [22]. This is due to the fact that Petri Nets can be used
as a natural way of modeling semantic descriptions of
activities or events.

While all the activity detection related Petri Nets works
aimed to work with video data, they do not incorporate the
“dynamic” properties of the time-varying environment
(e.g., split, merge, appear, and disappear events) within the
Petri Net formalism. Some of the above-mentioned treat-
ments such as timed Petri Nets or Stochastic Petri Nets still
lack supporting the dynamics of a “time-varying” system.

2.2 Related Work in Visualization

Event visualization in video data has been studied in the
visualization community. For example, Botchen et al. [4]
presented a video visualization technique, VideoPerpetuo-
Gram, for action visualization in video data. In their method,
they treated the stacks of 2D time-varying video data as 3D
volume data and visualized actions in such volume data.
Parry et al. [6] presented a hierarchical event selection
algorithm for event visualization in video data and applied
their method on snooker video. A list of available applica-
tions and techniques can be found in the survey paper [31].
Woodring and Shen have used a combination of wavelet
transforms and clustering to detect and visualize the
temporal trends in time-varying data sets in [32]. Dou
et al. [33] detected and visualized interesting events (trends)
in text data. However, none of these papers allows scientist
to model a specific scientific activity.

Related work in feature-based visualization includes
extraction and tracking. Extracting atomic events and
features from time-varying data has been widely studied
in scientific visualization. This information is crucial to
activity detection and provides the metadata input to an
activity detection framework. Feature extraction extracts the
objects (actors) within the time-varying data set for activity
detection. In different domains, appropriate extraction tools
can be used to define and extract features as in [1], [9], [34],
[35], [36], [37]. Various feature tracking models have been
proposed to track features and to visualize their evolution
over time as in [1], [9], [38], [39], [40], [41], [42], [43]. Besides
extracting features and tracking them, recently, Ozer et al.
[44] proposed a group tracking model that also extracts the
groups of features in the data and then tracks them over
time. In their paper, a list of useful attributes is also
provided. Such a list of attributes can be used to define a
feature’s state or an action.

In general, the activity detection framework that we
propose in this paper can use all of the available
segmentation and tracking techniques in scientific visuali-
zation. In the next section, we discuss Petri Nets and the
enhancements needed to operate them within scientific
environment.

3 PETRI NETS

In this paper, we introduce using PNs for detecting
activities in 3D scientific data sets and we further enhance
them for feature-based scientific data processing and
visualization. Petri Nets are graph-based techniques that
can model and visualize various behavior types including
parallelism, concurrency, resource sharing, and synchroni-
zation [23]. A Petri Net is a finite-state machine that allows
multiple inputs and multiple outputs (A traditional finite-
state machine is a Petri Net in which each transition is
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restricted to have exactly one output and one input [24]).
The more general property of allowing multiple inputs and
outputs makes Petri Nets an ideal candidate for activity and
hypothesis modeling in scientific simulations.

In this section, we assume that all the features have
already been segmented, tracked, and their attributes are
available. Then, we can say that activity detection with Petri
Nets has two fundamental steps: 1) model the activity of
interest (i.e., modeling); and 2) create a data structure for
the modeled Petri Net and run the algorithm over the time-
varying data (i.e., execution). This is analogous to first
training a machine learning algorithm and then running
such algorithm with the learned parameters on the test (or
new) data. The activity is modeled by the scientist for
activity detection with Petri Nets.

A typical Petri Net model consists of places, transitions,
and directed arcs. Places (circles in a Petri Net graph)
represent the types of possible object states in the domain.
Transitions (rectangles in a Petri Net graph) sit between
places and represent conditions or actions. Directed arcs
(the edges) define the connections between places and
transitions in a Petri Net model.

Execution of a Petri Net is done by means of tokens (solid
dots in a Petri Net graph). A token can represent an instance
of an individual feature or an instance of a set of features.
Token examples include “a vortex,” “a hairpin,” “a bent
plume,” “a big eddy” or “a set of features” (such as a packet
as in [44]). Various examples of tokens, places, and
transitions can be found in Table 2. The location of a token
describes the current status of an activity in a given Petri
Net model. This can be imagined as tokens flowing from
one place to the next and the transitions act like the gates
controlling this flow by being open or closed.

Fig. 4 shows an example Petri Net model of the “left-
baggage” scenario. The complete activity is decomposed
into key actor states (Person, Person with bag, Person without a
bag) and actions (carries a bag, walks, leaves the bag, picks up
the bag, person disappears). Then, the activity is modeled
graphically as a sequence of these actor states and actions. A
token in this Petri Net represents a person from a video
surveillance data and the token’s location shows the current
status of the person in the Petri Net.

A typical PN is the tuple PN ¼ ðP;T; I;O;CP;CT;
S;E;MÞ:P is a set of places such that P ¼ fP1; P2; P3; . . . ;
Png;CP ¼ fCP1; CP2; CP3; . . . ; CPng a set of place conditions,

where CPn is the place condition for the place Pn, CP ¼
fCP1; CP2; CP3; . . . ; CPng a set of place conditions, where
CPn is the place condition for the place Pn;T ¼ fT1; T2;

T3; . . . ; Tmg a set of transitions, CT ¼ fCT1; CT2; CT3; . . . ;
CTmg a set of transition conditions, where CTm is the
transition condition for the transition Tm.

In Petri Nets, a place can only connect to transitions and
transitions can only connect to places through directed arcs
(see Fig. 4). Directed arcs are further categorized into two
subcategories namely incoming arcs and outgoing arcs. The
set I defines the set of incoming arcs and the set O defines
the set of outgoing arcs. An incoming arc describes the
connection from a place to a transition and an outgoing arc
describes the connection from a transition to a place. The
set of all the incoming arcs is usually defined in a matrix
form such that Iðj; iÞ ¼ w is the arc weight from jth place to
the ith transition. Similarly, the set of all the outgoing arcs
is usually defined in a matrix form such that Oðj; iÞ ¼ w is
the arc weight from ith transition to the jth place. When the
arc weight (w) is not specified, it is assumed to be one.
The state of a Petri Net is defined by the marking M ¼ f�1;
�2; �3; . . . ; �ng, where �n is the number of tokens in place
Pn. A Petri Net is executed based on the number of tokens
in each place and the object attributes with the firing rule
[23], [24]. Therefore, tokens determine the state of a Petri
Net. S ¼ fS1; S2; S3; . . . ; Srg is the set of initial (starting)
places where the activity starts (r < n) and E is the set of
final places where the activity ends.

A transition Ti is enabled if and only if there are enough
tokens in each input places, i.e., 8j : MðjÞ � Iðj; iÞ and if the
CTi is satisfied. Firing an enabled transition is the process of
moving the tokens from the incoming places to the outgoing
places. Firing a transition Ti consumes (removes) Iði; jÞ
tokens from each of its input place i, and produces Oðj; iÞ
tokens in each of its output places j. Thus, the new
markings can be computed with the following equation:

Mk ¼Mk�1 þ ðO� IÞEk; ð1Þ

where Ek is the vector representing the transitions that
are fired at time step k [21]. EðiÞ ¼ 1 if Ti is fired and 0
otherwise, where i ¼ 1; 2; . . . ;m. See [45] for more details.

In computer vision, actor states and actions are identified
by using several low-level detection, segmentation, and
classification techniques. In scientific visualization, feature
or group extraction extracts actors and computes various
attributes for each extracted actor in the data, and feature
(or group) tracking correlates the actors in time. Attributes
are used to define places (actor states). Both attributes and
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TABLE 2
Examples of Token, Place, and Transition

in Scientific Simulations

Fig. 4. A Petri net model for the left-baggage example.



tracking information are used to define transitions (actions)
in a Petri Net.

3.1 Token-Tracking Petri Nets (TTPN)

In many scientific simulations, there are multiple features
and these features interact with each other. The total
number of features changes in each time step because of
the merge, split, continuation, birth and death events [1].
Petri Nets can be used to model “simple” merge and split
events, where the number of merging (or splitting) features
is fixed or known in advance. However, this is not the case
in scientific simulations because the number of merging
(or splitting) features change from one instance to the next
and this information becomes available during the runtime
(this is illustrated in Figs. 5a and 5b). Therefore, modeling
such variability through the arc functions of the typical
Petri Nets (including colored Petri Nets) is difficult. In
addition, the time variance in Petri Nets has been limited to
expressing the duration-based conditions (mostly for
transitions) in timed Petri Nets and probabilistic Petri Nets
[23], [24]. There is no Petri Net formalism proposed in
activity recognition applications to update a token or the
state of a Petri Net as a function of time.

We summarize the existing problems in Petri Net
applications to model activities in scientific simulations as
follows: 1) tokens (i.e., object attributes) change from time to
time and existing Petri Net applications do not consider
such time variance in a place; 2) the number of merging and
splitting features varies from one instance to another and

this number is computed during runtime. Therefore, it is
difficult for the scientist to include such variability in a Petri
Net model in advance; 3) tokens disappear or change their
state from one time step to the next and such variability
should also be considered in the Petri Net formalism even if
these situations are not explicitly modeled in a given Petri
Net model.

In this work, we enhance Petri Nets to handle above-
mentioned issues existing in the previous activity detection
works and call our enhanced Petri Net token-tracking Petri
Nets. TTPN consider the feature dynamics by updating the
tokens and their places automatically as the time changes.
This is done by coupling the Petri Net with the tracking
information. Therefore, the state of a TTPN is a function of
time and is described by the tuple (Mþ

kk�1; F ), where Mþ
kk�1 is

the final marking (see the next paragraph) obtained in the
previous time step tk�1 and F is the updating function.
The updating function F maps the existing tokens in a Petri
Net from tk�1 to the extracted tokens in tk such that

FðMþ
k�1Þ ¼M�

k ; ð2Þ

where M�
k is the initial marking in tk. Therefore, the final

marking of a TTPN at tk can be computed by the tuple
ðP;T; I;O;CP ;CT ;S;E;M

þ
kk�1;FÞ.

Similar to colored Petri Nets [24], each token has an ID
in TTPN. Therefore, the marking M ¼ f�1; �2; �3; . . . ; �ng
summarizes the distribution of tokens in a given TTPN. �n
is the set of tokens in place Pn such that �n ¼ fX1;X2; . . .g.
A token Xa is n tuple such that Xa ¼ ðxa1; xa2; xa3; . . . ; xanÞ
where xan is the nth attribute of the token Xa. The initial
marking M�

kk of a Petri Net is the marking that passed on
from the previous time step tk�1 and the final marking Mþ

kk

is the marking where all the enabled transitions have fired
such that there is no further enabled transition remains in
the time step tk.

Once all the tokens and their places are updated via the
function F, the next step is evaluating the Petri Net by firing
all the enabled transitions for each token. Similar to typical
Petri Nets, firing is done by using (1) for a given token Xa

such that

XaMþ
k ¼ XaM�

k þ ðO� IÞ:Ek; ð3Þ

where XaMþ
k represents the new location of the token Xa in

the Petri Net at tk. The same token needs to be in the all
input places to enable a transition and the transition
condition should be satisfied. In a given TTPN model, each
arch weight is considered 1. This simplifies the process for
the scientist because they do not consider the arc weights
(also called arc functions) to model a hypothesis or an
activity. Furthermore, TTPN considers the dynamics of the
system (i.e., merge, split, appear, disappear, and continua-
tion) internally, and therefore, a scientist does not need to
consider these events to model. This process incorporates
the time variance in Petri Nets and simplifies the modeling
of an activity (see Fig. 5c). Fig. 5 illustrates the overview of
how TTPN works. Consider the given Petri Net model with
its tokens in time step tk�1 with its existing tokens in Fig. 5a.
The green token (e.g., a feature) in P2 splits into three tokens
(e.g., three features) in time step tk (shown in Fig. 5b).
However, existing Petri Nets do not allow a token split
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Fig. 5. (a) A scientist given Petri Net and its marking at the time step tk�1

is shown, (b) the marking of the PN changes in tk since the token splits
into three objects. However, because there is no transition is fired, the
marking cannot be changed in traditional Petri Nets; (c) to solve this,
each place is replaced with a sub Petri Net (subnet) in TTPN. The
subnet can model and allow the change in the marking of PN during the
transition from tk�1 to tk. (d) Each place (except the final place) in the PN
is replaced with this subnet and once the execution of the subnet is
completed for each place, the update process is completed and the
initial marking is obtained in tk.



while waiting in the same place. This situation is handled in
TTPN by using subnets. A subnet is a Petri Net in which the
time information is attached to both tokens and the arcs. In
TTPN, each place with its tokens (except the final place) is
first isolated from the given Petri Net model and converted
into a subnet as shown in Fig. 5c.

The purpose of the subnet is correlating the existing
tokens in a given Petri Net from tk�1 to the new tokens
extracted in tk by using the tracking information. For each
place Pi, the subnet creates two additional (pseudo) places
P 00i and P 0i (shown with black circles). Correlating the tokens
from tk�1 to the extracted ones in tk is graphically
represented by the combination of a black arc, a transition,
and a red arc. The red arcs are defined only for the tokens
from tk and the black arcs are defined only for the tokens
from tk�1. Each token is assumed to perform one of the
following events merge, split, continue or disappear during
the transition from tk�1 to tk. Therefore, these events can
be used to model the token dynamics with Petri Nets. The
transitions merge, splits, disappears, and continues are
obtained from the tracking information. For the merge
transition, the subnet removes b merging tokens from tk�1

and puts the merged token from tk into P 00i . Similarly, the
splits transition moves the splitting token from tk�1 in Pi and
puts a number of corresponding tokens from tk into P 00i . The
values of the variables a and b (along with the token IDs) are
obtained from the tracking information. The continues
transition removes a token from tk�1 in Pi and puts the
corresponding token from tk into P 00i . The disappears
transition removes disappearing tokens from Pi to P 0i .

Once the subnet reaches its final marking, the tokens
remaining in P 00i are the ones that changed their state
during the transition from tk�1 to tk, and the tokens in P 0i
are the disappearing ones during the transition from tk�1 to
tk. Depending on the domain, the tokens in both places P 00i
and P 0i can be moved back into place Pi, can be discarded
or can be moved back into one of the initial places. Fig. 5d
illustrates the update process for the Petri Net shown in
Fig. 5a. In Fig. 5d, first each place (except the final place) is
converted into a subnet, and each of these subnets is
executed independently. The update process replaces the
single token in Fig. 5a with three tokens. Once the update
process is completed, the isolated places with their updated
tokens are put back into the given model. Therefore,
while the direct transition from Figs. 5a to 5b is not defined
in typical Petri Nets, this transition becomes possible
through the TTPN (by defining and using subnets).

After running the update process, the new (updated)
tokens can be used to execute the given model to obtain the
final marking in tk. This is done by using (3).

3.1.1 Modeling with TTPN

The scientist can model an activity as a combination of
feature states and actions. Table 2 provides examples to
illustrate what a token, place, and transition may represent
in a Petri Net model. The activity model should be drawn
by considering only one instance of an activity. (Many
different Petri Nets could be drawn representing the same
activity). That instance (the model) should start from an
initial place where the activity starts and should end at a
final place where the activity completes.

One important aspect of modeling an activity is that the
scientist should consider the flow (movement) of tokens
from one place to the next, when drawing the model. Since
the purpose is detecting multiple events, essentially a token
should represent the progress of an instance of the activity
in a Petri Net. For example, assume that a place represents
“two-people handshaking” in computer vision. In that case,
a token represents a group of two people who are
handshaking. Similarly, while a token can represent a
feature in one place, in the next place a token can represent
a certain group of features in scientific visualization. This is
especially useful to simplify the modeling of formation type
of activities where a feature eventually transforms into a
superstructure (a group) [46].

Since the merge, split, disappear cases are implicitly
handled by TTPN (via the subnet shown in Fig. 5c), the
scientist do not need to consider these cases in his/her
model explicitly. This would greatly simplify the modeling
process for the scientist.

3.2 Activity Detection Framework with TTPN

Fig. 1 illustrates the overview of our proposed framework
and Fig. 6 shows the process in each time step. In Fig. 6, the
input to the system is the data set and the Petri Net model
defined by the scientist (see next section). In t0, Petri Net
data structure is created based on the given model.
Simultaneously, the data at t0 are processed. During the
data process, features, groups, variable changes or other
types of user interested entities are computed. Different
types of features can be extracted by using appropriate tools
(as in [1] or [35]) for a specific domain. The computed
metadata may include volume, mass, centroid, max and
min locations, max and min positions, orientation, shape
information, and so on. The metadata (or a group) forms the
tokens. Once all the tokens are formed, they are used to
execute the Petri Net starting from the initial place. Both the
metadata and the final marking Mþ

0 are passed into the next
time step t1.

In time step t1, first the data at t1 are processed to extract
features and groups. Then, their metadata is computed. This
metadata is transformed into tokens. Next step is correlating
the extracted features and groups to the extracted ones in t0.
Any of the available tracking algorithms (such as volume
overlap, prediction or time varying contour-based algo-
rithms) can be used to correlate features and groups or it
may be inherent in the simulation. Tracking step computes
various attributes including the tracking history of the
features (correspondence list), position changes, and any
other value/attribute that is a function of two consecutive
time steps. Both the newly formed (extracted) tokens and
computed tracking information are fed into the Petri Net for
activity detection. In Petri Net, the first step is correlating the
existing tokens in the Petri Net (from t0) to the tokens
extracted in t1. Once the Petri Net is updated by using the
tracking information (as described in Section 3.1), the
marking M�

1 is obtained. At this step, the Petri Net is
executed to obtain the final marking Mþ

1 .
Both the computed metadata at t1 and Mþ

1 are fed into
the next step. This process repeats itself recursively for each
time step. The metadata that comes from the previous time
step is used for tracking and the final marking that comes
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from the previous step is used to update the Petri Net in
each new time step. Tokens that fall into the final place are
the ones performing the complete activity.

When the evaluation over time is completed, the list of
tokens with their token histories in the final place can be
used to generate an activity list. This list, then, can be used
for visualization and further data analysis purposes.

3.3 Implementation

Our implementation is in C++ and uses a set of classes and
linked lists. The Petri Net data structure is formed
according to the model given by the scientist. Currently,
the scientist provides the model along with all the place and
transition conditions in a text-based config file. We are
currently developing a better interface that will help
scientist model an activity graphically. In a given Petri
Net model, the tokens are the only variables/classes that
change over time. Each token also has a token-history.
A token history is a list that adds the triple tuple (tj; Pi,
ObjID) to the token history at each iteration, where the tj is
the jth time step and ObjID is the object (token) ID. In the
merge case, all the merging object IDs form a triple tuple in
a token-history.

In our TTPN implementation, we use logical or
mathematical expressions formed of object attributes to
describe a feature’s state or action. A place condition is run
at each time step to determine whether a token still remains
in that place. Tokens that change their states are put into a
vector for a further evaluation to check if they changed their
places via the firing process. A transition condition is used
to determine whether that transition can be enabled for a

given token. If a token satisfies the transition condition, then
a second step checks whether the same token exists in all
the incoming places. Furthermore, a third step checks
whether the object satisfies “at least” one of the output
places’ conditions. After passing the third step, the
transition is enabled and ready to fire. Firing a transition
for a token removes the token from all the incoming places,
and puts it into the output places for which the token
satisfies the conditions.

In each domain or in each application, different feature
attributes can be computed and saved in different orders.
Moreover, a different combination of the available feature
attributes can be used as a condition for each place or for
each transition. To cover such variability and flexibility in
action and state definitions, in our implementation we use
Petri Net variables. A Petri Net variable is either a specific
feature attribute or a default action from a library (such as
merge, split, continuation or new born) and can belong to
either the current time step or the previous time step.

These variables take one of the following forms: “tcA#,”
“tpA#,”“tcD#” or “tpD#,” where the first two characters, tc
and tp, stand for the current time step and previous time
step, respectively. A# is an integer number and represents
the index (column) number of an attribute from a list of
attributes for a given feature and D# represents the index
number of the predefined action from a library (such as
Table 1). For example, “tcD4” means the fourth action from
the library (which is the split action in our implementation)
in the current time, and “tcA3” means the third attribute
value of a feature in the current time step. Let us consider
the transition: “Volume increase is more than percent 40 of the

384 IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS, VOL. 20, NO. 3, MARCH 2014

Fig. 6. Flow diagram of the proposed framework. Activity model is used to create the Petri Net data structure. Tokens are formed based on the
extracted feature (or group) attributes. Once the final marking is obtained, the feature (or group) attributes and the final marking (Mþ

0 ) are passed
into the next time step. In the next time step, first the features are extracted; their attributes are computed and tokens of the current time step are
formed. Tracking information is combined with Mþ

0 to correlate these tokens to the ones in the Petri Net in the update process. This yields the initial
marking M�

1 . Once the Petri Net is updated, the execution process yields the final marking Mþ
1 . This process recursively continues in each new time

step. The tokens that fall into the final place are the ones that complete the activity.



previous volume value.” This can be expressed as a difference

of the volume values of the current and previous time steps.

Assuming the third value in the attributes file represents the

volume, we can construct the related transition condition

as “ðtcA3 � tpA3Þ > ð0:4 � tpA3Þ”. This Boolean expression

decides whether the condition is satisfied and serves as an

action detector. Similarly, the place conditions can define the

feature states. Our token-tracking Petri Net implementation

allows the use of built in functions for constructing similar

condition expressions.
Activity visualization uses the token history. In our

implementation, the token history is captured in an output

file summarizing all the detected activities. The output file

includes the participating objects’ IDs and their correspond-

ing place IDs in each time step for each detected activity.

3.4 Visualization

Effective time-varying visualization involves adapting and

changing the visualization parameters such as thresholds,

intervals or min/max values automatically over time. This

also includes adopting the transfer function from one time

step to the next or changing which feature is the primary

focus in response to the changes in the simulation.

Accordingly, the location of the camera (the view point)

and the lighting positions can be altered automatically. All

these processes require domain knowledge. Petri Nets can
be used to identify time steps for these changes to take place.

Activity detection adds functionality and flexibility to

time-varying visualization and allows event and state-based
data abstraction. For example, it can identify time steps

where the activity takes place. Moreover, activity detection
allows different visualizations highlighting that activity.

Different places of a Petri Net can be used to enhance
visualization. For instance, the features (tokens) at the

intermediate states, i.e., places, can be visualized separately
at each time step. If the scientist is interested in seeing what

features from time step 17 are at place 3 (P3), those features
can be highlighted in an isosurface or volume rendering.

Conversely, a scientist can ask at which time steps features
move into P3. Some of such enhanced visualization

techniques in our framework can be listed as follows:
Isolated activity visualization is the visualization of the time

steps of a single activity among all the detected activities.
Only the features that are currently participating in one user

specified activity are visualized. For example, time steps 70
to 73 in Fig. 7 visualize one user specified activity out of the
15 “Merge-Split” activities detected over 100 time steps.

Forecast activity visualization is the visualization of all the
features that “will” complete the specified activity starting

from the first time step. It visualizes the features and their
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Fig. 7. Detecting activities in scientific data sets: This visualization shows the “Merge-Split” activity. The activity is modeled as a Petri Net shown
above, and is defined as a feature merging and splitting within k0 ¼ 5 time steps. The activity detection process found 15 “Merge-Split” activities over
100 time steps. Three activities out of those 15 are visualized above. The colored dots in the Petri Net show the locations of the participating features
for each time step in the associated feature colors. All other vortices that do not participate in an active Merge-Split activity are shown transparent in
the visualization. Two of the found activities are shown in time steps 64-67. The associated time-varying transfer function is automatically generated
for the visualization. Petri Nets encapsulate the components that define an activity and help in abstracting time. For example, another “Merge-Split”
activity which occurs over four time steps instead of three is shown time steps 70-73. All of the detected 15 Merge-Split activities and the participating
tokens are visualized in a video available at [52].



evolutions over time performing the modeled activity. In
Fig. 9a, time step 8 highlights all the features that are
currently performing the packet formation event. This is an
example of visualizing features that will form a group in the
future. The single feature Feature_A in time step 8 evolves
and eventually forms a group (Packet_A) in the future (next)
time steps. Activity summary visualization is the visualization
of all the detected activities along with the entire data set (or
a portion of the data set, if the data set is excessively huge) in
a single visualization. Fig. 8e is one such visualization of the
entire data set. It shows how frequent the activities are and
where/when they occur. Graph-based activity visualization is
the visualization of the features in token form. In this
visualization, tokens show the progress of the activity on a
given Petri Net graph. Petri Net visualization of features in
Fig. 7 illustrates the graph-based activity visualization. In
addition to token-based visualization, a bar chart can be
attached to each place. Each bar on a chart can visualize the
total number of tokens in that time.

Activity detection can also help in transfer function
design. A time-varying transfer function can be generated
by using the activity detection results automatically, i.e., by
using the list of the tokens and their activity histories in the
final places. Examples of various visualizations are shown
in Figs. 7, 8, and 9.

4 CASE STUDIES AND RESULTS

In this section, we demonstrate the use of activity detection
in three different case studies.

4.1 Test Case: Merge-Split Activity in Turbulent
Vortex Structures

In our first application, we will look for “Merge-Split

activity.” The Merge-Split activity is where a single feature

first merges with another vortex and then splits again

within k0 time frames.
Similar activities were described in [34] and [47]

previously. Here, we show how our Petri Net approach

can simplify the process and successfully search for the

instances of the Merge-Split activity in a given data set. The

Petri Net model of this activity is shown in Fig. 7. For

testing, k0 was set to 5.
The data are a small data set from [1], which is a

pseudospectral simulation of coherent turbulent vortex
structures. The simulation data resolution is 1283 and the
data contain 100 time steps. The features (A set of connected
nodes where the data value is above a certain threshold)
are extracted, tracked, and their attributes (metadata) are
computed [1]. Running the Petri Net on this metadata
found 15 activities in 100 time steps. Three of them are
visualized in Fig. 7. First one of these three activities takes
place between time steps 64-66, the second one is detected
between time steps 65-68, and the third one is detected
between time steps 70-73. In the figure, each feature has a
distinct color, except that splitting features have the same
color. The validation process is done by visually inspecting
all the detected activities. During the visual inspection, we
observed that all the detected activities were indeed
merging and then splitting within five time steps.
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Fig. 8. “Anomalous Plume bending” detection in a time-varying 3D plume data set is visualized. (a) Sample visualization of time-varying acoustic
imaging data shows one of the three plumes and the anomalous bending activities in the first 15 time steps of the data. The anomalies that do not fit
the defined periodic movement between the plume bending states are circled in red. (b) Possible plume bending states are shown with blue arrows,
where �2 and 2 represent maximum bending and �1 and 1 represents slight bending in z-x plane; these states are used to illustrate the anomalies
shown in Fig. 8a. (c) Possible plume states are redefined in 3D for the PN shown in Fig. 8d. Each of these states is represented by a place in the
Petri Net (with its respective place ID) (d) The PN model for the “Anomalous Plume Bending.” In the PN model, T 1 ¼ T 2 ¼ T 3 ¼ T 4 ¼ T 5 ¼ T 6

represents the condition that the angular change in x-y plane is less than 45 degrees and the plume either stays in its current state or changes to the
previous or next state. T 7 ¼ T 8 ¼ T 9 ¼ T 10 represents the condition that the angular change in x-y plane is more than 45 degrees or the plume
changes its state to one of the remaining states. (e) The plume bending data over the 26 days (formed of 479 time steps). The arrows represent the
time steps and each shows the direction in x-y plane and relative magnitude (size) of the plume. The pink stars show the anomaly time steps.



4.2 Tidal Forcing in Plumes

The COVIS project (a sonar platform connected to the
NEPTUNE Canada undersea cabled observatory) acousti-
cally images 3D hydrothermal plumes four times a day
producing an ever-increasing number of time steps [48].
Seafloor hydrothermal plumes exist in a turbulent environ-
ment with a variety of currents, and as they rise the plumes
bend in response to these currents [36].

Two different data sets capture the behavior of the
plumes from Grotto Vent in the Main Endeavour Field on
the Juan de Fuca Ridge. A 24-hr time series (with hourly
sampling) data set was collected in 2000 using the ROV
Jason. Fig. 8a shows one of three existing plumes in the
15 time steps of the data with 513 resolution. Each plume
image is scaled at a different scale to fit in the figure and to
focus on the bending rather than the texture or the length. A
three week time series (with sampling every 3 hours) was
collected using the NEPTUNE Canada cabled seafloor
observatory (479 time steps available) in token 2010.

When the Endeavour node of the observatory went back
on line in the autumn of 2011, it started producing 16 files
(24 GB) of acoustic imaging data a day (5,696 files per year).
As the data set becomes too large to process and view
manually, activities of interest need to be modeled and
searched for automatically. One such event, “anomalous-
bending,” is an inconsistent plume bending that does not
behave according to the expected cyclic movement.

For the first data set, we have used the metadata from
[36] and have applied a Petri Net analysis to determine if

the bending patterns observed in the plumes are consistent
with a semidiurnal tidal cycle (the data sets have multiple
plumes, in this example, we focus on only one of them).

In analogy with the in- and out-coming of coastal tides,
the changes in direction of tidal flow were anticipated to
imply a stagnant period in between directions during which
the plume would be vertical. Furthermore, the basic pattern
was assumed to be a simple back and forth between
narrowly defined states. The initial Petri Net assumed
motion only in a vertical ðx-zÞ plane and defined five states
that include the vertical stagnant case and two degrees of
bending in each of two directions. These states are shown in
Fig. 8b. We then use this Petri Net to model the assumed
normal process of gentle progressive changes and detect the
anomalies (abrupt changes) along the x-z plane.

We observe three instances of anomalous-bending at
times steps 9, 10, and 12 (circled in red in Fig. 8a) within the
first plume data set. Our Petri Net algorithm provides
results that match the visually picked results. As a test case,
this confirmed that the Petri Net algorithm could detect
abrupt changes in bending direction.

However, when applied to a larger data set, the results of
the initial Petri Net model let the scientist to see that the
initial model did not consider the 3D nature of ocean
currents and plume responses; the classification of all
bending directions as N (þ) or S (�) resulted in treating
some very small changes in direction as anomalies because
the change spanned the definition boundaries. Therefore,
the states and conditions were redefined to allow for a
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Fig. 9. Wall-bounded turbulence DNS, (a) sample visualization of packet formations in time steps 8-13, an example formation of a packet (Packet_A)

is circled in purple, (b) a PN model for the packet formation event, where P1 and P2 represent single hairpin vortex, P3 and P4 represent packets

including multiple hairpin vortices, (c) an illustration of a packet (a group of hairpin vortices) and a super structure formed of packets, (d) the total

number of extracted packets and features (hairpin vortices) in each time step.



greater variability in direction while still restricting the
magnitude of changes over a single time step. Consider the
angles in 3D between z-axis and x-y plane (Fig. 8c). This
model specifies several states of bending between vertical
and highly bent and expects that the change over a single
time step neither exceed shifting one bending state or
changing direction by more than 45 degrees. Any larger
shifts in bending or direction are considered an anomaly.
The new Petri Net model is shown in Fig. 8d and it has
detected 131 time steps that showed anomalies out of the
479 available time steps. The available 479 time steps are
plotted along the x-axis (where the unit is in days) in Fig. 8e.
For each day, the magnitude of Plume A bending and its
major direction is represented using an arrow. The anomaly
events are highlighted with a pink star.

As the visualization suggests, a large (�30%) fraction of
the time steps have been identified as anomalous. The
scientist validated these Petri Net results. The high
percentage value indicated that the plume bending varies
more and changes more erratically than anticipated. Future
refinements of the model include broadening the allowed
direction change or reducing the number of bending states.
Alternative models looking for time periods of no change or
high change are also studied. These results have been
further presented and discussed in [48] and [49].

4.3 Packet Formation in Wall-Bounded Turbulence
Flows

In DNS of wall-bounded turbulence flow, scientists have
been interested in searching for the existence of groups of
coherent but unconnected features, their formation, dy-
namic evolution, and number of these groups [7], [46]. An
illustration of such a group is shown in Fig. 9c [50]. The
yellow hairpin vortices (features) move coherently inducing
a secondary (blue) fluid mass of low momentum. These
coherent structures are called packets. (This is analogous to
groups of humans walking coherently in a crowd or to a
school of fish). Notice that, in general, the hairpins are not
connected within a packet. Each packet includes varying
number of hairpins where these hairpins should be aligned
at a downstream-leaning angle (�) and the distance between
the hairpins should not exceed a predefined physically
meaningful value. Some of these packets lead to the
formation of younger packets over time. Moreover, among
all these packets, some act coherently forming super
structures (as illustrated in the grouping of Fig. 9c) inducing
meandering regions of low momentum. The activity we are
interested in is the “packet formation” event which is
characterized by a single hairpin evolving into a packet
formed of multiple features over time [7].

The data sets are currently at a resolution of 2;520 �
1;120� 110. In this work, we took a subset of the data with
the resolution of 384� 256� 69 to test the hypothesis. This
simulation data (shown in Fig. 9a) has 46 time steps. Fig. 9b
shows the Petri Net model for packet formation. In Fig. 9b,
P1 and P2 represent a packet formed of a single feature; P3

and P4 represent a packet formed of multiple features in
Fig. 9b. The activity (packet formation) starts at P1 (initial
place) and ends at P4 (final place). Notice that the transition
“A group of hairpins moving together” can be replaced
with another Petri Net to detect and identify groups.

Group dynamics needs to be computed as a part of the
tracking algorithm. This is done by group tracking [44].
Feature extraction is performed at the threshold 0:1 � 10�3

via a region growing algorithm and the objects with the
volume lower than 25 are filtered. The average number of
extracted features is 308 and the average number of found
groups is 163 in 46 time frames. Fig. 9d demonstrates the
total number of found features and packets in each time
step. The PN model yielded 288 packet formation activities
over 46 time steps. Fig. 9a visualizes the portion of the
activities that take places in the time steps between 8 and 13.
It is apparent that the single Feature_A (circled in purple)
transforms into the Packet_A in the following time steps.
All other packets that are not currently performing the
modeled activity are transparent. Preliminary results of this
study have been presented in [51].

5 DISCUSSION AND CONCLUSION

Defining and refining the Petri Net model was an
interactive process for both scientists in case studies 4.2
and 4.3. The future work will involve creating a better
interface that allows the scientist to define activity models
graphically. We are also extending the framework to
operate in-situ, where the data are produced. By consider-
ing questions such as when an event occurs or what events
are occurring at a particular time, we can visualize the data
in a more compact way.

In this work, we introduce the concept of activity
detection for scientific visualization and show how a
scientist can utilize activity detection and automate the
process of searching for important events in time-varying
simulations. Moreover, we demonstrate how activity detec-
tion with Petri Nets can be used to validate a hypothesis in
scientific simulations.

A scientist can formulate an idea about how features
interact and then search for that activity among thousands
of time steps. Moreover, we enhance Petri Nets to consider
feature dynamics in scientific simulations and to detect
simultaneous activities in time-varying data sets. Petri Nets
are model-based techniques and do not require training
data to model the activity. Instead, they use the domain
scientist’s knowledge and let the scientist represent the
activity in a semantically meaningful way. The different
case studies demonstrate that while the domains and actors
are different, the concept of activity detection can be applied
to all. Our framework went over all the time steps and
pulled out the relevant features and time steps effectively
into more manageable chunks. Multiple subnets can be
defined to model various domain dynamics in TTPN.

In this paper, all the applications were based on
physically observable coherent features. However, notice
that Petri Nets are not limited to the detection of the
activities of only coherent features. The proposed frame-
work can also be applied to detect the activities of specific
nodes (or quantities) in both Lagrangian and Eulerian
simulations. For example, activities such as “the minimum
pressure remains constant for five time steps” can still be
modeled and detected by Petri Nets. In this case, the
segmentation step of the framework would become trivial
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because either each node, a quantity or the entire domain
would become a token in TTPN.

One of the main challenges in scientific data analysis is
creating the training set or ground truth for the use of
available machine learning or data mining techniques in
scientific simulations. Petri Nets can also create the
necessary training data set from the semantic descriptions
for further analysis with other data mining techniques. A
semantic-based approach (such as Petri Nets) allows
exploratory knowledge discovery besides detecting certain
events in time-varying data sets.

Data rates are increasing exponentially. Scientists are
computing ever larger simulations and collecting increasing
amounts of complex sensor data. Automated activity
detection techniques are necessary to filter the data and
provide a useful and meaningful way for scientists interact
with the data.
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