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Abstract. Function sharing deals with the problem of distribution of
the computation of a function (such as decryption or signature) among
several parties. The necessary values for the computation are distributed
to the participating parties using a secret sharing scheme (SSS). Several
function sharing schemes have been proposed in the literature, with most
of them using Shamir secret sharing as the underlying SSS. In this pa-
per, we investigate how threshold cryptography can be conducted with
any linear secret sharing scheme and present a function sharing scheme
for the RSA cryptosystem. The challenge is that constructing the secret
in a linear SSS requires the solution of a linear system which normally
involves computing inverses, while computing an inverse modulo ϕ(N)
cannot be tolerated in a threshold RSA system in any way.

Keywords: Linear secret sharing, threshold cryptography, function shar-
ing

1 Introduction

The secure storage of the private keys of a cryptosystem is an important problem.
Possession of a highly sensitive key by an individual may not be desirable as the
key can easily be lost or as the individual may not be fully trusted. Giving
copies of the key to more than one individual increases the risk of compromise.
A solution to this problem is to give shares of the key to several individuals,
forcing them to cooperate to find the secret key. This not only reduces the risk
of losing the key but also makes compromising the key more difficult. In threshold
cryptography, secret sharing deals with this problem, namely, sharing a highly
sensitive secret among a group of n users such that only when a sufficient number
t of them come together can the secret be reconstructed. Well-known secret
sharing schemes (SSS) in the literature include Shamir [16] based on polynomial
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interpolation, Blakley [2] based on hyperplane geometry, and Asmuth-Bloom [1]
based on the Chinese Remainder Theorem.

A shortcoming of secret sharing schemes is the need to reveal the secret
shares during the reconstruction phase. The system would be more secure if the
subject function can be computed without revealing the secret shares or recon-
structing the secret. This is known as the function sharing problem. A function
sharing scheme requires distributing the function’s computation according to
the underlying SSS such that each part of the computation can be carried out
by a different user and then the partial results can be combined to yield the
function’s value without disclosing the individual secrets. Several protocols for
function sharing have been proposed in the literature [4–7, 17, 10, 15]. Nearly all
these protocols use Shamir secret sharing as the underlying SSS.

1.1 Secret Sharing Schemes

The problem of secret sharing and the first solutions were introduced in 1979
independently by Shamir [16] and Blakley [2]. A (t, n)-secret sharing scheme is
used to distribute a secret d among n people such that any coalition of size t or
more can construct d but smaller coalitions cannot.

Shamir secret sharing is based on polynomial interpolation over a finite field.
It uses the fact that we can find a secret polynomial of degree t− 1 given t data
points. To generate a polynomial f(x) =

∑t−1
i=0 aix

i, a0 is set to the secret value
and the coefficients a1 to at−1 are assigned random values in the field. The value
f(i) is given to user i. When t out of n users come together, they can construct
the polynomial using Lagrange interpolation and can find the secret.

Blakley secret sharing scheme has a different approach based on hyperplane
geometry: To implement a (t, n) threshold scheme, each of the n users is given
a hyperplane equation in a t dimensional space over a finite field such that
each hyperplane passes through a certain point. The intersection point of the
hyperplanes is the secret. When t users come together, they can solve the system
of equations to find the secret.

Both Shamir and Blakley are linear threshold secret sharing schemes: As
Karnin et al. [11] observed, Shamir SSS is a subclass of a broader class of linear
secret sharing. The polynomial share computation can be represented as a matrix
multiplication by using a Vandermonde matrix. Similarly, the secret and the
shares of the Blakley SSS can be represented as a linear system Ax = y where
the matrix A and the vector y are obtained from the hyperplane equations.

1.2 Function Sharing Schemes

Function sharing is the concept of distributing the computation of a function
such that when a sufficient number of users come together they can compute
the value of the function without revealing their secret shares. This problem is
related to secret sharing as the secret values needed for partial computations are
distributed using secret sharing.
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Several solutions for sharing the RSA, ElGamal, and Paillier private key
operations have been proposed in the literature [4–7, 9, 12, 15, 17, 1]. Almost all
of these schemes have been based on the Shamir SSS.

The additive nature of the Lagrange’s interpolation formula used in the com-
bining phase of Shamir’s scheme makes it an attractive choice for function shar-
ing, but it also provides several challenges. One of the most significant challenges
is the computation of inverses in Zϕ(N) for the division operations in Lagrange’s
formula, while ϕ (N) should not be known by the users. There are two main
difficulties in this respect:

1. An inverse x−1 will not exist modulo ϕ (N) if gcd (x, ϕ(N)) 6= 1.
2. Even when x−1 exists it should not be computable by a user, since that

would enable computing ϕ (N).

Early solutions to this problem, albeit not very efficient, were given in [4, 15].
Afterwards an ingenious solution was given by Shoup [17] where he removed the
need of taking inverses in Lagrange interpolation altogether.

Shoup’s practical RSA scheme has inspired similar works on different cryp-
tosystems. Fouque et al. [9] proposed a similar Shamir-based threshold solution
for the Paillier cryptosystem and used it in e-voting and lottery protocols. Later,
Lysyanskaya and Peikert [12] improved this work and obtained a threshold Pail-
lier encryption scheme secure under the adaptive security model. The current
paper is also inspired by Shoup’s work.

1.3 Our Contribution

In this work, we show how to generalize Shoup’s ideas to do function sharing with
any linear SSS, and we give a robust threshold RSA signature scheme. A linear
SSS, where the solution is based on solving a linear system, naturally requires
computing inverses for reconstructing the secret. We show how to utilize such
a system for function sharing while avoiding computation of inverses modulo
ϕ(N) completely.

We also discuss how this approach can be applied to other public key cryp-
tosystems and show an example on the Paillier decryption function.

2 Linear Secret Sharing Schemes

A linear (t, n) threshold secret sharing scheme can be defined as follows: Let A
be a full-rank public n× t matrix with entries chosen from F = Z∗m for a prime
m. Let x = (x1, x2, . . . , xt)T be a secret vector from F t. Let aij denote the entry
at the ith row and jth column of the matrix A.

2.1 Dealing Phase

The dealer chooses a secret vector x ∈ F t where the first entry x1 is set to the
secret value (the RSA private key d in our case) and the values of the other
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coordinates are set randomly from the field F . The ith user will get a his share
yi ∈ F ,

yi = ai1x1 + ai2x2 + . . .+ aitxt. (1)

For a (t, n) threshold scheme there will be n such shares, and hence we will have
an n× t linear system

Ax = y. (2)

The dealer then sends the secret value of yi to user i for 1 ≤ i ≤ n and makes
the matrix A public.

2.2 Share Combining Phase

Share combining step is simply finding the solution of a linear system of equa-
tions. Suppose that a coalition S = {i1, . . . , it} of users come together. They
form a matrix AS using their equations and solve

ASx = yS , (3)

where yS is the vector of the secret shares of the users. The secret is found as
the first coordinate of the solution.

3 Sharing RSA Signature Computation

In this section, we describe our threshold RSA signature scheme which works
with any linear SSS in general.

3.1 Setup

In the RSA setup phase, choose the RSA primes p = 2p′ + 1 and q = 2q′ + 1,
where p′ and q′ are large primes. Compute the RSA modulus as N = pq. Let
m = p′q′. The public key e is chosen as a prime number, details of which will be
explained in the next section. After choosing e, the private key d is computed
such that ed ≡ 1 (mod m). Then the dealer shares the private key d among n
users using a linear threshold SSS described in Section 2.

The dealer also chooses v as a generator of QN , where QN is the subgroup
of squares in Z∗N . He computes and broadcasts

vi = vyi ∈ QN , (4)

for 1 ≤ i ≤ n, which are the verification keys to be used in the proofs of
correctness of the partial signatures, where yi is the secret share of user i.

3.2 Signing

Let H(.) be a hash function mapping input messages to Z∗N and let w = H(M) ∈
Z∗N be the hashed message to be signed. Assume a coalition S of size t wants to
obtain the signature s = wd mod N .
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Generating partial signatures Let S = {i1, . . . , it} be the coalition of t users,
forming the linear system

ASx = yS .

Let cij be the ij-th cofactor of matrix AS and let CS be the adjugate matrix,

CS =


c11 c21 . . . ct1
c12 c22 . . . ct2
...

...
. . .

...
c1t c2t . . . ctt

 .

If we denote the determinant of AS by ∆S we have,

ASCS = CSAS = ∆SIt, (5)

where It denotes the t× t identity matrix.
For our scheme, each user i ∈ S computes his partial signature as

si = w2ci1yi mod N. (6)

Verifying partial signatures Each user computes and publishes a proof of
correctness for the verification of his partial signature. The proof of correctness
of the partial signature of user i is a proof that the discrete logarithm of s2i to
the base

s̃i = w4ci1 mod N (7)

is the same as the discrete logarithm of vi to the base v. To prove this, a protocol
by Shoup [17] which is a non-interactive version of Chaum and Pedersen’s [3]
interactive protocol is used:

Let L(n) be the bit-length of n. Let H ′ be a hash function, whose output is
an L1-bit integer, where L1 is a secondary security parameter. To construct the
proof of correctness, user i chooses a random number r ∈ {0, 1, . . . , 2L(N)+2L1 −
1}, computes

v′ = vr mod N,
s′ = s̃ri mod N,

D = H ′(v, s̃i, vi, s2i , v
′, s′),

σ = yiD + r.

Then user i publishes his proof of correctness as (σ,D).
To verify this proof of correctness, one checks whether

D
?= H ′(v, s̃, vi, s2i , v

σv−Di , s̃σi s
−2D
i ).
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Combining partial signatures To combine the partial signatures, we simply
compute

s =
∏
i∈S

si mod N. (8)

Note that, by equation (5), we have

s = wd δ mod N, (9)

where
δ = 2∆S . (10)

Given that e is a prime number relatively prime to ∆S , it is easy to compute
the signature s = wd mod N from s. Take

s = sawb mod N, (11)

where a and b are integers such that

δa+ eb = 1, (12)

which can be obtained by the extended Euclidean algorithm on δ and e.

4 Choosing e

The choice of e is critical in the setup phase because the solution depends on e
and ∆S being relatively prime. To achieve this, we can either choose a special
matrix whose determinant is known to be relatively prime to e, or choose e as a
sufficiently large prime according to t and n so that the probability that ∆S is
divisible by e will be negligible for any coalition S.

4.1 Choosing e probabilistically

The probability of a random integer’s being divisible by a prime e is 1/e. So, if
we have a (t, n) threshold scheme, the probability that the determinant of none

of the
(
n
t

)
AS matrices will be divisible by e is

(
1− 1

e

)(n
t). If we take e �

(
n
t

)
,

we have (
1− 1

e

)(n
t)
≈ 1 . (13)

4.2 Choosing a Vandermonde matrix as the coefficient matrix

A simple choice for the matrix A that enables us to guarantee that e will be
relatively prime to the determinant of the coefficient matrix is to choose the
rows of the matrix A as the rows of a Vandermonde matrix. Note that this is
exactly the case for Shamir secret sharing. Then AS will have the following form
for a coalition S of size t:
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AS =


1 a1 a

2
1 . . . a

t−1
1

1 a2 a
2
2 . . . a

t−1
2

...
...

...
. . .

...
1 at a2

t . . . a
t−1
t


The determinant of the Vandermonde matrix is nonzero, provided that no

two rows are identical, and is given by the following formula:

|AS | =
t∏

i,j=1,i<j

(ai − aj) (14)

Without loss of generality take (a1, a2, . . . , an) = (1, 2, . . . , n). Obviously,
t∏

i,j=1,i<j

(ai − aj) |
n∏

i,j=1,i<j

(ai − aj).

We also have,
n∏

i,j=1,i<j

(ai − aj) = 1α12α2 . . . (n− 1)αn−1 (15)

for some α1, α2, . . . , αn−1. Hence by choosing e as a prime greater than or equal
to n we can guarantee that the determinant of any AS will be relatively prime
to e.

5 Security Analysis

Now we will prove that the proposed threshold RSA signature scheme is secure
provided that the standard RSA signature is secure. We assume a static ad-
versary model in the sense that the adversary controls exactly t − 1 users and
chooses them at the beginning of the attack. The adversary obtains all secret in-
formation of the corrupted users along with the public parameters of the system.
She can control the actions of the corrupted users, asking for partial signatures
of messages of her choice but cannot corrupt any other user in due course.

First we will analyze the proof of correctness. Then using this analysis we
will prove that the proposed threshold signature scheme is secure.

5.1 Analysis of the Proof of Correctness

For generating and verifying the proof of correctness, the following properties
hold:

Completeness If the ith user is honest then the proof succeeds since

vσv−Di = vyiDvrv−Di = vr = v′

and
s̃σi s
−2D
i = w4ci1(yiD+r)w−4ci1yiD = sr = s′.

7



Soundness To prove the soundness of the proof of correctness, we have to show
that the adversary cannot construct a valid proof of correctness for an incorrect
share, except with negligible probability. Let (σ,D) be a valid proof of correctness
for a message w and partial signature si. We have D = H ′(v, s̃i, vi, s2i , v

′, s′),
where

s̃i = w4ci1 , v′ = vσv−Di , s′ = s̃σi s
−2D
i .

Obviously s̃i, vi, s2i , v
′ and s′ all lie in Qn and we know that v is a generator of

Qn. So we have

s̃i = vα, vi = vyi , s2i = vβ , v
′

= vγ , s′ = vµ,

for some integers α, β, γ, µ. From this we have,

σ −Dyi ≡ γ (mod m) (16)
σα−Dβ ≡ µ (mod m). (17)

From equations (16) and (17) we get,

D(β − yiα) ≡ αγ − µ (mod m). (18)

A share is correct, if and only if,

β ≡ yiα (mod m). (19)

If (19) does not hold, then it does not hold either mod p′ or mod q′ and so (18)
uniquely determines D mod p′ or D mod q′. But the distribution of D is uniform
in the random oracle model, so this happens with negligible probability.

Zero knowledge simulatability To prove zero knowledge simulatability, we
will use the random oracle model for the hash function and construct a sim-
ple simulator that simulates the adversary’s view without knowing the value
yi. When an uncorrupted user wants to create a proof (σ,D) for a message
w and partial signature si, the simulator chooses D ∈ {0, . . . , 2L1 − 1} and
σ ∈ {0, . . . , 2L(N)+2L1 − 1} at random and defines the value of the random ora-
cle at (v, s̃i, vi, s2i , v

σv−Di , s̃σi s
−2D
i ) to be D. Note that, the value of the random

oracle is not defined at this point with all but negligible probability. When the
adversary queries the oracle, if the value of the oracle was already set the simu-
lator returns that value, otherwise it returns a random value. It is obvious that
the output of this simulator is statistically indistinguishable from real output.

5.2 Security of the Proposed Signature Scheme

To reduce the problem of the security of the proposed threshold signature scheme
to that of the standard RSA signature, the following proof constructs another
simulator.
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Theorem 1. In the random oracle model for H ′, the proposed threshold signa-
ture scheme is a secure threshold signature scheme (robust and non-forgeable)
under the static adversary model given that the standard RSA signature scheme
is secure.

Proof. We will simulate the threshold protocol with no information on the secret
where the output of the simulator is indistinguishable in the adversary’s view.
Afterwards, we will show that the secrecy of the private key d is not disrupted
by the values obtained by the adversary. Thus, if the threshold RSA scheme is
not secure, i.e. an adversary who controls t− 1 users can forge signatures in the
threshold scheme, one can use this simulator to forge a signature in the standard
RSA signature scheme.

Let i1, . . . , it−1 be the set of corrupted players. To simulate the adversary’s
view, we simply choose the yij values belonging to the set of corrupted players at
random from the set {0, . . . , bN/4c−1}. The corrupted players’ secret key shares
are random numbers in the set {0, . . . ,m−1}. Once these values are chosen, the
values yi for the uncorrupted players are completely determined modulo m, but
cannot easily be computed. However, given w, s ∈ Z∗N with se = w, we can easily
compute sit for an uncorrupted user it as

sit = w2ct1yit = s2∆Sw−2
∑t−1

j=1 cj1yij . (20)

Note the dependence of ∆S and cj1 values on the coalition {i1, . . . , it−1, it}.
Using this technique, we can generate the values v, v1, . . . , vn, and also gener-

ate any share si of a signature, given the standard RSA signature. These values
produced by the simulator and the proof of correctness given in this section are
computationally indistinguishable from the real ones. Hence, the threshold RSA
signature scheme based on a linear SSS is secure given that the standard RSA
signature scheme is secure. ut

6 Application to Other PKCs

So far, we investigated only how to share the RSA signature function by using
a linear SSS. The same approach can also be used to share the RSA decryp-
tion function since the signature and decryption functions are mostly identical.
Besides RSA, the proposed approach can also be used to share other public
key cryptosystems where the private key is used in the exponent, such as the
ElGamal [8], Naccache-Stern [13] and the Paillier [14] decryption functions.

Below, as an example, we describe how our approach can be utilized for
sharing the Paillier decryption function. The scheme works along the same lines
as Fouque et al.’s extension [9] of Shoup’s work to the Paillier cryptosystem.

6.1 The Paillier Cryptosystem

The Paillier PKC is based on the properties of Carmichael function over ZN2

where N is an RSA composite. Security of the cryptosystem is based on the
intractability of computing discrete logarithms in ZN2 without the Carmichael
number λ(N).
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Key Generation Let N = pq where p and q are large prime integers. Let g
be an arbitrary element from ZN2 such that its order is a multiple of N . Let
λ = (p− 1)(q − 1)/2 denote the the Carmichael function for N . The public and
private keys are (N, g) and λ, respectively.

Encryption Let w be the message to be encrypted. Choose a random r ∈ ZN2

and compute the ciphertext as

s = gwrN mod N2.

Decryption The plaintext is obtained by

w =
L(sλ mod ZN2)
L(gλ mod ZN2)

mod N

where L(x) = (x− 1)/N for x ≡ 1 (mod N).
Paillier proved that this scheme is semantically secure under the assumption

that it is hard to detect whether a given random element in ZN2 is an N -residue.
The cryptosystem possesses the following homomorphic properties:

E(w1 + w2) = E(w1).E(w2)

E(k.w) = E(w)k.

6.2 Sharing the Paillier Decryption Function

Since λ(N) must be kept secret, the inverse computation problem is similar to
the one we encountered while sharing the RSA signature function. Our threshold
Paillier scheme is given below:

Key Generation In the Paillier setup phase, choose two safe primes p = 2p′+1
and q = 2q′ + 1, where p′ and q′ are large primes and gcd (N,ϕ(N)) = 1 for
N = pq. Let m = p′q′. Let β ∈R Z∗N and (a, b) ∈R ZN × Z∗N . Compute

g = (1 +N)a × bN mod N2.

Share the private key d = βm among n users with modulo Nm by using the
linear SSS. Let

θ = L
(
gβm

)
= aβm mod N.

Set the public key as (g,N, θ). Choose v as a generator of QN2 , where QN2 is
the cyclic group of squares in ZN2 . Compute the verification keys

vi = vyi ∈ QN2

for 1 ≤ i ≤ n as before.
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Encryption Let w be the message to be encrypted. Choose a random r ∈ ZN2

and compute the ciphertext as s = gwrN mod N2. Let m = p′q′.

Decryption Let s be the ciphertext to be decrypted and S = {i1, . . . , it} denote
a coalition of t users that will compute the plaintext together. Let AS be the
coalition matrix and CS be the corresponding adjugate matrix, respectively, as
in Section 3. Each member i ∈ S computes his partial value as

si = s2ci1yi mod N2

where ci1 is the ith element of the first row of CS . He also generates a proof of
correctness which is used to prove that the discrete logarithm of s2i to the base
s̃ = w4ci1 is the same as the discrete logarithm of vi to the base v. Note that the
proof is now working on a cyclic group of unknown order mN .

After the partial decryptions are obtained, the combining algorithm computes
the plaintext

w =
L
(∏

i∈S si mod N2
)

2∆Sθ
mod N.

Note that ∏
i∈S

si ≡ s2∆Sβm

≡ g2∆Sβmw

≡ (1 +N)2∆Saβmw

≡ 1 + 2∆SaβmwN

≡ 1 + 2∆SθwN (mod N2).

7 Conclusion

We showed how to do threshold cryptography with linear secret sharing in gen-
eral. We presented a robust RSA threshold signature scheme based on a linear
SSS. The proposed signature scheme generalizes Shoup’s threshold RSA signa-
ture based on Shamir secret sharing, and is as efficient and practical as Shoup’s
scheme.

Besides RSA, this approach can be extended to other public key cryptosys-
tems where the private key is used in the exponent. As an example we demon-
strated how Paillier decryption function can be shared by this approach. ElGa-
mal and Naccache-Stern knapsack cryptosystems are some other systems that
can benefit from the proposed solution.
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