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Abstract

Spatial information plays a very important role in high-level image understanding tasks.
Contextual models that exploit spatial information through the quantification of region spa-
tial relationships can be used for resolving the uncertainties in low-level features used for image
classification and object detection. We describe intuitive, flexible and efficient methods for mod-
eling pairwise directional spatial relationships and the ternary between relationship using fuzzy
mathematical morphology. These methods define a fuzzy landscape where each image point
is assigned a value that quantifies its relative position with respect to the reference object(s)
and the type of the relationship. Directional mathematical dilation with fuzzy structuring el-
ements is used to compute this landscape. We provide flexible definitions of fuzzy structuring
elements that are tunable along both radial and angular dimensions. Examples using synthetic
images show that our models produce more intuitive results than the competitors. We also
illustrate the use of the models described in this chapter as spatial contextual constraints for
two image analysis tasks. First, we show how these spatial relationships can be incorporated
into a Bayesian classification framework for land cover classification to reduce the amount of
commission among spectrally similar classes. Then, we show how the use of spatial constraints
derived from shadow regions improves building detection accuracy. The significant improve-
ment in accuracy in these applications confirms the importance of spatial information and the
effectiveness of the relationship models described in this chapter in modeling and quantifying
this information.

1 Introduction

Spatial information plays a fundamental role in the analysis and understanding of remotely sensed
data sets. Common ways of incorporating spatial information into classification involve the use of
textural, morphological, and object-based features. Features extracted using co-occurrence matri-
ces, Gabor wavelets [1], morphological profiles [2], and Markov random fields [3] have been widely
used in the literature to model spatial information in neighborhoods of pixels. However, problems
such as scale selection and the detailed content of high-resolution imagery make the applicability
of traditional fixed window-based methods difficult for such data sets.
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Another powerful method for exploiting structural information is to perform region-based classi-
fication rather than classifying individual pixels. This is also referred to as object-oriented classifica-
tion in the remote sensing literature. For example, Bruzzone and Carlin [4] performed classification
using the spatial context of each pixel according to a hierarchical multi-level representation of the
scene. In [5], we proposed an algorithm for selecting meaningful segments that maximize a measure
consisting of spectral homogeneity and neighborhood connectivity in a hierarchy of segmentations,
and described an algorithm for unsupervised grouping of candidate segments belonging to multi-
ple hierarchical segmentations to find coherent sets of segments that correspond to actual objects.
However, image segmentation is still an unsolved problem, and homogeneous regions obtained as
a result of segmentation often correspond to very small details in high spatial resolution images
obtained from the new generation sensors.

Alternatively, contextual models that exploit spatial information can be used to resolve the
ambiguities in the identification of structures having similar low-level spectral and textural prop-
erties. Contextual information has long been acknowledged for playing a very important role in
both human and computer vision. Consequently, development of context models has become a
challenging problem in both statistical and structural pattern recognition. A structural way of
modeling context in images is through the quantification of spatial relationships. Typical relation-
ships studied in the literature include geometric (based on size, position, shape, and orientation),
topological (based on set relationships and neighborhood structure), semantic (based on similarity
and causality), statistical (based on frequency and co-occurrence), and structural (based on spa-
tial configuration and arrangement patterns) relationships [6]. The methods used for computing
these relationships depend on the way how objects/regions are modeled. Widely used approaches
include grid-based representations, centroids and minimum bounding rectangles. However, even
though centroids and minimum bounding rectangles can be useful when regions have circular or
rectangular shapes, regions in natural scenes often do not follow these assumptions. Furthermore,
fixed sized grids are also not generally applicable as they cannot capture large number of structures
with varying sizes and shapes.

When regions are represented as sets of points (pixels), spatial relationships can be modeled
in terms of directional and distance information between pixel groups. In particular, adjacency of
two regions can be measured as a fuzzy function of the distance between their closest points or
using morphological dilations modeling connectivities [7]. Distance-based relationships can also be
defined using fuzzy membership functions modeling symbolic classes such as near and far using the
distance between boundary pixels. In previous work [8], we developed fuzzy models for pairwise
topological spatial relationships such as bordering, invading and surrounding based on overlaps
between region boundaries, distance-based relationships such as near and far based on distances
between region boundaries, and relative position-based relationships such as right, left, above and
below using angles between region centroids. Then, we combined these pairwise relationships into
higher order relationship models using fuzzy logic, and illustrated their use in image retrieval [8].
We also developed a Bayesian framework that learns image classes based on automatic selection of
distinguishing (e.g., frequently occurring, rarely occurring) relations between regions [9]. Finally, we
built attributed relational graph structures to model scenes by representing regions by the graph
nodes and their spatial relationships by the edges between such nodes [10], and used relational
matching techniques to find similarities between graphs representing different scenes. We demon-
strated the effectiveness of these approaches in scenarios that cannot be expressed by traditional
approaches but where the proposed models can capture both feature and spatial characteristics of



scenes and model them according to their high-level semantic content. Inglada and Michel also used
attributed relational graphs where the relations are computed by using region connection calculus
[11], and used these graph for object matching.

This chapter presents an extension of our earlier work on modeling region spatial relationships
[8] using relative position-based relationships: binary directional relationships [12] and the ternary
between relationship [13]. Most of the existing methods for defining relative spatial positions rely
on angle measurements between points of objects of interest where the angle corresponding to a
pair of points is computed between the segment joining the points and a reference axis in the
coordinate system [14]. For example, Miyajimaya and Ralescu [15] proposed to use a histogram
that is constructed using the angles between all pairs of points from both objects where the mean
or the maximum angle computed from this histogram can be used to represent the relative position
of these objects. Matsakis and Wendling [16] introduced the histogram of forces as an alternative
to the histogram of angles. This method computes the degree of satisfaction for a given angle using
intersection of longitudinal sections of objects with lines having the desired direction. In [17], Wang
et al. proposed the F-templates that incorporate distance information with direction information.
Bloch [18] proposed a morphological approach that is based on directional dilations where a fuzzy
landscape for a reference object is created at a given angle and other objects are compared to this
landscape to evaluate how well they match with the areas having high membership values.

Another relationship that is often used in daily life but has not been studied as thoroughly as the
binary relationships is the between relationship ([19] provides an extensive review and a comparative
study). Directional dilations are also useful for the between relationship. After obtaining an
approximate relative angle between the reference regions, directional dilations are applied to both
regions to extend them towards each other to generate the landscape. Angle histogram can be
directly used to create the structuring element for dilation.

Intuitively, the influence of the shape of the object (e.g., concavities, extent) and the influence
of the distance between objects are important points to be considered in the design of an algorithm
for modeling spatial relationships. Mathematical morphology provides a strong basis for such a
framework. Furthermore, the ambiguities and subjectiveness inherent in the definitions of the
relationships make fuzzy representation a promising approach for modeling the imprecision in both
the images and the results. In this chapter, we describe intuitive, flexible and efficient methods for
modeling pairwise directional spatial relationships and the ternary between relationship using fuzzy
mathematical morphology. These methods define a fuzzy landscape where each point is assigned a
value that quantifies its relative position with respect to the reference object(s) and the type of the
relationship. Directional mathematical dilation with fuzzy structuring elements is used to compute
this landscape. We provide flexible definitions of fuzzy structuring elements that are tunable along
both radial and angular dimensions. Furthermore, for the pairwise directional relationships, the
definitions for the fuzzy landscape are extended to support sensitivity to visibility to handle image
areas that are fully or partially enclosed by a reference object but are not visible from image points
along the direction of interest. Given a reference object and a direction of interest that specifies the
spatial relationship, the degree of satisfaction of this relation by a target object can be computed
by integrating the landscape corresponding to this relation over the support of the target region.

The definitions of the directional spatial relationships are also combined to generate a landscape
in which the degree of each image area being located “between” the reference objects is quantified.
Our definition also handles the cases where one object is significantly spatially extended relative
to the other by taking spatial proximity into consideration. Similarly, the satisfaction of this



ternary relation by a target object relative to two reference objects is computed by integrating the
corresponding landscape.

We illustrate the use of the models described in this chapter as spatial contextual constraints
for two image analysis tasks. First, we show how these spatial relationships can be incorporated
into a Bayesian classification framework for land cover classification. The decision based on the
maximum posterior probability rule produces limited accuracy for classes with similar appearance
and spectral values when no spatial information is used. However, by constraining the classification
of certain classes by using their spatial relationships to other classes as contextual information, we
show that the classification accuracy can be significantly improved. Then, we show that detection
of buildings with complex shapes and roof structures can be improved by using directional spatial
relationships between candidate building regions and shadow regions along the sun azimuth angle.

The rest of the chapter is organized as follows. The fuzzy structuring elements and the mor-
phological approach for quantifying the pairwise directional spatial relationships are described in
Section 2. The approach for modeling the ternary between relationship and its computation for
spatially extended objects is given in Section 3. Applications of these approaches to land cover
classification and building detection are presented in Section 4. Finally, conclusions are given in
Section 5.

2 Directional spatial relationships

Directional relationships describe the spatial arrangement of two objects relative to each other.
Although, it is a common approach to use right (east), left (west), above (north), and below
(south) as the directions, for generic modeling purposes it is more convenient and generalizable
to use an angle-based definition of these relations where it is possible to calculate the degree of
satisfaction of the relation for a given angle.

Given a reference object B and a direction specified by the angle «, our goal is to generate
a landscape in which the degree of satisfaction of the directional relationship at each image area
relative to the reference object is quantified. Then, given a second object, its relation to the
reference object can be measured using this landscape. The landscape will be denoted by [,(B)
in the rest of the chapter. Definitions for crisp and fuzzy objects are available in the literature.
However, only crisp objects are considered in this chapter.

2.1 Morphological approach

The landscape (3, (B) around a reference object B along the direction specified by the angle v can
be defined as a fuzzy set such that the membership value of an image point corresponds to the
degree of satisfaction of the spatial relation under examination where points in areas that satisfy
the directional relation with a high degree have high membership values. This relationship can be
defined in terms of the angle between the vector from a point in the reference object to a point in
the image and the unit vector along the direction o measured with respect to the horizontal axis.
Bloch [18] suggested that the smallest such angle computed for a point in the image considering
all points in the reference object corresponds to the visibility of the image point from the reference
object in the direction a. Consequently, the value of the fuzzy landscape at an image point x can



be computed as a function f : [0, 7] — [0, 1] of this angle as
alB)(e) = 1 (i u(z.)) 1)
€B

N
where b represents a point in B. 64(x,b) is the angle between the vector bx and the unit vector
U = (cos a, sin a)T along «, and can be computed as
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Bloch [18] used a function that decreases linearly with 6 as
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f(0) = max {0,1—} (3)
for (1). It can be shown that this is equivalent to the morphological dilation of B,
Ba(B)(z) = (B ® va)(z) N B, (4)

using the fuzzy structuring element

2
Vo(2) = max {0, 1 — —0u(z, 0)} (5)
T
where o is the origin (center) of the structuring element and B is removed from the result of
dilation in (4) (c represents complement). The fuzzy morphological dilation of the object B with
the structuring element v is defined as

(B & v)(z) = max{tlp(y), v(z —y)l} (6)

where ¢ is the function representing object B, t is the t-norm operator for fuzzy intersection, and
y is taken over all points in the image. An example synthetic image and fuzzy landscape examples
using morphological dilation are given in Figure 1. In all figures in this chapter, white represents
binary 1, black represents binary 0, and gray values represent the fuzziness in the range [0, 1].

However, the linear function in (3) and the corresponding structuring element in (5) often
lead to a landscape with a large spread and unintuitive transitions when the angle departs from
« particularly at points that are farther away from the reference object. Thus, they may not
give realistic results for many cases (see the examples in this section). Instead of using linearly
decreasing membership values according to the angle, we developed a more intuitive and flexible
structuring element using a nonlinear function with the shape of a Bézier curve

voale) = on (26,02, @

where A € (0,1) determines the inflection point of the curve and increasing A increases the spread
around « (see the Appendix for the derivation). The nonlinear function enables different definitions



a) Synthetic image () Ba

Figure 1: An example synthetic image and the directional landscape (3, for object labeled 4 using
the structuring element v, defined in (5) for o = .
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Figure 2: Structuring element v, ) defined in (7) and directional landscape [, » of object 4 (from
Figure 1) for & = 7 and different values of .



Figure 3: Structuring element v, ) - defined in (8) and directional landscape [, x - of object 4 (from
Figure 1) for a = m, 7 = 100, and different values of .

of fuzziness for different cases. Fuzzy landscape examples using this structuring element definition
are given in Figure 2.

The definition of the structuring element can be further extended to decrease the degree of a
point’s spatial relation to the reference object according to its distance to that object by introducing
a new term

Verr(z) = 01 (iﬁa(x,o)) max {0, = ”"7”} (8)

T

where ||oZ|| is the Euclidean distance of point x from the structuring element’s center. In this
definition, a point’s spatial relation to the reference object decreases linearly with its distance to
the object where 7 corresponds to the distance where a point is no longer visible from the reference
object. This definition also has a computational advantage because in the previous definitions (5)
and (7) the structuring element must be at least twice as large as the landscape of interest in
the image space whereas in definition (8) a structuring element with size of at most 27 x 27 is
sufficient. In fact, the resulting operations in (8) have linear time complexity with respect to image
size as opposed to the quadratic complexity in (5) and (7), leading to dramatic improvements in
the efficiency of the algorithm. Fuzzy landscape examples using this structuring element definition
are given in Figure 3.

2.2 Visibility

In the directional dilation of (4), the areas that are fully or partially enclosed by the reference
object but are not visible from image points along the direction of interest may have high values
as shown in Figures 3 and 4. To overcome this problem, we introduced the following definition

ﬁa,)\,)\/,T(B)(x) = (B S2) Voz,)\,'r)(-r) N (B ) VoHrﬂ,/\’)('T)C (9)

where the first dilation uses the structuring element defined in (8) and the second dilation uses the
structuring element defined in (7). We compute fuzzy intersection using multiplication as the t-
norm operator and compute fuzzy complement by subtracting the original values from 1. A’ can be
set to a very small number to consider only the image points along o 4+ 7. The proposed definition
of visibility is illustrated in Figure 4.

Figure 5 shows additional examples of directional landscapes of objects using the definition in
[18] (equation (5) in this chapter) and our definition (9) on a synthetic image that was also used
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a) Ba,x,r for object 3 without visi- (b) fB4,a,x,» for object 3 with visi-
blhty blhty
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Figure 4: Directional landscapes (B, 5 and (B4 x v for objects 3 and 4 (from Figure 1) without
and with the visibility extension, respectively, for & = 7, A = 0.3, ' = 0.001 and 7 = 100. (a) uses
the structuring element definition in (8) without visibility, (b) and (c) use the definition in (9) with
visibility, (d) illustrates the difference between the landscapes with and without visibility.

n [18, 14, 7, 19]. Figures 5(b) and 5(c) illustrate the differences between the fuzzy directional
landscapes obtained using the definition in [18] and our structuring element definitions. The latter
is sensitive to the distance to the object according to the constant 7 and the landscape’s fuzziness
is more centralized along the main direction of interest by the help of the constant A. Figures
5(d) and 5(e) present the importance of the support for visibility in our definition for directional
relationships. Although both landscapes for the direction “right” have similar distributions to the
right and above of the reference object, the first one also has nonzero values on the left of the
object, which contradicts the intuition.

3 Between relationship

Between relationship is a ternary relationship defined by two reference objects and a target object.
Given two reference objects B and C, our goal is to generate a landscape in which the degree of
each image area being located between the reference objects is quantified. Then, given a third
object, its relation to the reference objects can be determined using this landscape. The landscape
will be denoted by B5(B, C) in the rest of the chapter.



(a) (b) (c) (d) (e)

Figure 5: Directional landscape examples. (a) Synthetic image with two objects: square (A) and
L-shaped (B). (b) Ba(A) for a = 0 using the definition in [18]. (¢) Bar . ,+(A) for a = 0 using our
definition. (d) fn(B) for a = 0 using the definition in [18]. (e) By v +(B) for o = 0 using our
definition. The constants are set as A = 0.3, X’ = 0.001, and 7 = 200.

3.1 Morphological approach

Similar to the directional spatial relationships described in Section 2.1, the landscape §;(B,C)
between two reference objects B and C' can be defined as a fuzzy set such that image points with a
high degree of the spatial relation have high membership values. This landscape can be computed
as the intersection of the directional dilations of the reference objects along the directions o = ;
and a = 05 + 7 where 0 is the relative position of the reference objects. This relative position can
be calculated using the maximum or mean value in the histogram of angles between all pairs of
points of the reference objects [19]. Using the horizontal axis as the axis of reference, the histogram
of angles for the objects B and C can be computed as

hp.c(0) = {(b.0)lb € B,c € C, Z(be, n=o) = 0} (10)

and normalized as

Hpo(f) = m (11)

Then, using 6 as the relative position obtained from this histogram (as the maximum or mean
value), the landscape between the reference objects B and C' is computed as

By(B, C) () = Ba=gy ax (B) () N Ba=gy+x 2 x (C) () (12)

where the directional landscape (3, x is computed as

Bax (B)(x) = (B & va)(@) N (B ® Vagrx) (%) (13)

using the structuring element definition in (7). Since the landscape should include only the areas
that are visible from both reference objects, the notion of visibility defined in Section 2.2 is used in
the computation. Fuzzy landscape examples for the between relationship using this definition are
given in Figure 6.



(a) By for A=0.3 and X =0.001 (b) By for A =0.15 and X" = 0.001

Figure 6: Between landscape 3 of objects 2 and 4 (from Figure 1) using the definition in (12) with
different values of A and )\. The relative angle for these objects is found as 0y = —30.04°.

3.2 Myopic vision

Although the histogram of angles generally provides a good approximation to the relative position
of two objects, it fails in the cases where one object is significantly spatially extended relative to
the other [19] (see Figure 7 for examples). We can solve this problem by taking into account only
the part of the spatially extended object close to the other object. (Bloch et al. [19] called this the
“myopic vision” and suggested to use the distance map to find close parts of objects.)

Spatial proximity for handling spatially extended objects is incorporated into our morphological
approach using a weighted histogram of angles where the contribution of the angle between each
point pair in the histogram is weighted by the term max{0,1— H%H /Tmyopic } (instead of a constant

weight of 1 in (10) as in [19]) where ||b—c>|| is the Euclidean distance between the points b and c,
and Tmyopic s the threshold for the maximum distance between two points for allowing them to
contribute to the histogram. The proposed definition of myopic vision is illustrated in Figure 7
using objects 1 and 4 where object 1 is spatially extended relative to object 4.

Figures 8 and 9 show additional examples of between landscapes of objects using the definition
in [19] and our definition (12). The former calculates the landscape using dilation by a structuring
element derived from the histogram of angles as defined in (17) in [19]. These examples illustrate
the differences in the two definitions when the objects have different spatial extents. For example,
the landscape in Figure 8(b), which is generated according to the definition in [19], is spatially too
extended in the upper and lower parts of the image. It also includes non-smooth transitions that
are unintuitive. On the other hand, the landscape in Figure 8(c), which is generated using (12), is
more compact and is fully covering the expected between area.

4 Applications

We illustrate the use of the models described in this chapter as spatial contextual constraints for
two image analysis tasks. The image classification task, described in Section 4.1, uses a Bayesian
framework to incorporate contextual information in land cover classification to reduce the amount
of commission among spectrally similar classes and improve the classification accuracy [12]. The
object detection task, described in Section 4.2, illustrates the use of spatial constraints derived from
shadow regions in improving the building detection accuracy [20]. As the t-norm operator, minimum
is used in all definitions, except for visibility in directional relationships where multiplication is used
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ﬂgfor/\—015and)\'—0001 Bgfor/\—015and)\'—0001
Wlthout myopic vision with myopic vision

c) By for A = 0.5 and X = 0.001 (d) By for A = 0.5 and X' = 0.001
Wlthout myopic vision Wlth myopic vision

Figure 7: Between landscape 3 of objects 1 and 4 (from Figure 1) without and with myopic vision
for different values of A and \ where object 1 is spatially extended relative to object 4. Tmyopic 1S
taken as the half of the width of the image. The relative angles are 42.28° and 63.40° for the figures
without and with myopic vision, respectively. For larger values of A, error in landscape without
myopic vision becomes more significant.

. n
(a) (b) (c)

Figure 8: Between landscape examples. (a) Synthetic image with two objects: square (A) and
L-shaped (B). (b) Gy(A, B) using the definition in [19]. (c) 8y(A, B) using our definition. The
constants are set as A = 0.3 and \' = 0.001.
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a) B5(1,2) using [19] b) f3;(2,3) using [19] (c) B5(3,4) using [19]

h ¥ -

d) By (1,2) using our definition (e) 3;(2,3) using our definition  (f) G;(3,4) using our definition

Figure 9: Between landscape examples for the synthetic image in Figure 1.

as suggested in Section 2.2. After calculating the landscape § for a spatial relation as in Sections
2 or 3, the degree of satisfaction of this relation by a target object A is computed as

p(A) = Z Bla (14)

aeA

4.1 Image classification

The conventional method for automatically producing a land cover map in the remote sensing
literature is to use a statistical classifier for supervised classification of pixels based on their spectral
values. Even though these classifiers improve the processing time compared to manual digitization,
their accuracy is limited with the discrimination ability of the spectral values of individual pixels
as pixel-based classification does not take into account any spatial context.

A popular approach for incorporating spatial information into the classification process is to
base the decisions on image regions using image segmentation techniques that automatically group
neighboring pixels into contiguous regions based on similarity criteria on pixels’ properties [21].
Even though image segmentation has been heavily studied, it is still an unsolved problem, especially
for images with a very complex content with thousands of objects as in the examples that we study
in this chapter.

Alternatively, spatial relationships can be used to model and quantify context in images. A
commonly observed problem in pixel-level classification using spectral information is the confusion
between the land covers with similar spectral values. In particular, a significant amount of confusion
may occur between water pixels and shadow pixels and between asphalt pixels and shadow pixels
that all appear dark in the image, as well as between snow and cloud classes that both have bright
color values close to white. In this section, we illustrate the use of spatial relationships for improving
the land cover classification accuracy.

12



Let x denote the feature vector of a pixel or an object at location x in a binary classification
problem with two classes wy and ws. As a widely used solution, the Bayesian classifier makes a
decision using the posterior probabilities as

if Dlwix) o
Decide 1 Plual) (15)
wg otherwise
which is equivalent to
.¢ P(x]wy) P(w3)
Decide Wi i Pidus) > Plu) (16)
w9 otherwise

using the Bayes rule with the class-conditional and prior probabilities. The equal priors assumption
(P(w1) = P(wy)) is often used when no additional information is available.

Assume that there is a third class ws that is related to wg. The pixels/objects that are assigned
to ws can be used as spatial constraints for improving the discrimination between w; and ws. First,
the directional landscape [, (w3) is computed for the whole scene by using ws as the reference. Then,
the fuzzy landscape value in the range [0, 1] at each image location is used as the spatial prior for
wy at that location, i.e., P(w2) = fo(ws)(x) and P(wy) = 1 — P(wz). The resulting contextual
decision rule becomes

o P(x|wr) Bo (w3) ()
Decide w i Plxlws) = T—fa(ws) (@) (17)
we otherwise

using these spatial priors. The extension of (17) for multi-class classification with multiple reference
classes and multiple priors is straightforward.

This classification scheme is applied to two data sets. The first one consists of a LANDSAT
scene covering the Washington State in the U.S.A. and the British Columbia in Canada. The
multispectral image has 6 bands with 30 m spatial resolution and 7,680 x 10,240 pixels. We
trained Bayesian classifiers for the water, shadow, and cloud classes as described in [21]. These
classifiers produce the posterior probabilities P(w;|x),i = 1,2,3 for the water (w), shadow (w2)
and cloud (ws) classes, respectively. A threshold is applied to the posterior probabilities to allow
some of the pixels not being assigned to any class if none of the corresponding probabilities is high
enough. Then, the maximum posterior probability rule is used for the final classification. Figure
10(a) shows a 2,115 x 1,070 pixel section of the scene. The resulting classification map is shown
in Figure 10(c). Binary classification between the water and shadow classes is also performed as
in (15). Table 1(a) shows the corresponding confusion matrix where Figure 10(b) is used as the
ground truth (independent from the training set). The resulting 79.88% accuracy shows a significant
amount of confusion between the water and shadow pixels when only pixel-based information is
used.

To incorporate the spatial context into the decision process, we use the pixels classified as clouds
(ws3) as reference objects, and compute the directional landscape (4 -(ws3) using the parameters
a = 135° A = 0.3, and 7 = 1.6 km. The « value of 135° measured from the horizontal axis in
counter-clockwise direction approximates the sun angle that can be obtained from the metadata
of the image. The A and 7 values are determined empirically. The resulting landscape is shown in
Figure 10(d). The classification map and the confusion matrix resulting from the use of clouds as
reference objects in the decision rule in (17) are shown in Figure 10(e) and Table 1(b), respectively.
Constraining the decision for classifying a pixel as shadow by requiring a high degree of directional
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Table 1: Confusion matrix for water versus shadow classification.

(a) Using the decision rule (15) without
spatial information. Overall accuracy is (b) Using the decision rule (17) with spatial

79.88%. information. Overall accuracy is 96.48%.
Assigned Assigned
water | shadow water | shadow
True water | 51,502 | 20,533 True water | 68,736 | 3,299
shadow | 244 31,008 shadow | 337 30,915

spatial relationship with respect to clouds at a particular angle results in 96.48% accuracy, which
corresponds to a net 16.60% improvement over the case where no spatial information is used. Figure
11 illustrates the results for the upper right portion of the scene in more detail.

The second data set consists of a 490 x 199 pixel section of a well-known hyperspectral image of
Pavia, Italy obtained by the ROSIS sensor and has 102 spectral bands and 2.6 m spatial resolution.
A pixel-based Bayesian classification was performed using spectral and textural features as described

n [21]. The output of the Bayesian classifier is a probability value for each class at each pixel as
in the LANDSAT case. Figures 12(a) and 12(b) show the true-color image and the corresponding
classification map, respectively. Table 2(a) shows the confusion matrix for the pixels where either
the asphalt class (w;) or the shadow class (wg) has the highest probability. Figure 12(e) is used
as the ground truth (independent from the training set). The 63.66% accuracy shows a significant
amount of commission between these two classes when only pixel-based information is used.

The spatial context can be incorporated into the decision process by using the tiles (building
roofs) and trees as additional information. The directional landscape is computed for the pixels
classified as tiles using the parameters o = —50°, A\ = 0.3, and 7 = 25. The a value measured
from the horizontal axis in counter-clockwise direction is visually determined from the image to ap-
proximate the sun angle. The A and 7 values are determined empirically. Similarly, the directional
landscape for the trees class is computed using the parameters a = —50°, A = 0.3, and 7 = 10. The
two landscapes, shown in Figures 12(c) and 12(d), are combined using the “max” operator (which
is the equivalent of the Boolean “or” operator). Then, the contextual decision rule in (17) is used
to update the classification at each pixel by using tiles and trees as reference (ws). Figure 12(f) and
Table 2(b) show the classification results when spatial information is used. The updated contextual
decision gives an 86.16% accuracy that corresponds to a net 22.50% improvement by classifying
a pixel with shadow-like feature values as shadow only when it also has a high degree of direc-
tional spatial relationship with respect to buildings or trees at a particular angle. The significant
improvement in accuracy for both the LANDSAT data set and the ROSIS data set confirms the
importance of spatial information in classification and the effectiveness of the relationship models
described in this chapter in modeling and quantifying this information.

4.2 Building detection

Automatic detection of buildings in very high spatial resolution remotely sensed imagery has been
an important problem because the detection results can be used in many applications such as change
detection, urbanization monitoring, and digital map production. There is an extensive literature
on building detection where both pixel level and object/region level processing have been used.
However, most of the previous methods try to solve the problem for specific settings such as images
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(c¢) Classification map using decision rule (15) without (d) Directional landscape with respect to clouds
spatial information

(e) Classification map using decision rule (17) with spa-
tial information

Figure 10: A 2,115 x 1,070 section of the LANDSAT scene and its classification without and with
using spatial contextual information. The classes in the classification and ground truth maps are
water (blue), shadow (gray), and cloud (white). The ground truth is produced by careful visual
inspection.

Table 2: Confusion matrices for asphalt versus shadow classification.

(a) Using the decision rule (15) without spa- (b) Using the decision rule (17) with spatial
tial information. Overall accuracy is %63.66. information. Overall accuracy is %86.16.

Assigned Assigned
asphalt | shadow asphalt | shadow
True asphalt | 3,302 2,000 True asphalt | 5,054 248
shadow | 1,028 2,003 shadow 905 2,126
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(b) Classification map using decision rule (15) with-
out spatial information

(c¢) Directional landscape with respect to clouds

(d) Classification map using decision rule (17) with
spatial information

Figure 11: A 520 x 587 section in the upper right part of Figure 10(a) and its classification without
and with using spatial contextual information. The classes in the classification map are water
(blue), shadow (gray), and cloud (white). The classification in (b) has 61.32% accuracy where all
water pixels are misclassified as shadow. The classification in (d) achieves perfect detection (100%).
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(b) Classification map using decision rule (15) without
spatial information

(c¢) Directional landscape with respect to the detected (d) Directional landscape with respect to the detected
tiles trees

(e) Ground truth map (f) Classification map using decision rule (17) with spatial
information

Figure 12: Classification of the Pavia image without and with using spatial contextual information.
The classes in the classification and ground truth maps are asphalt (gray), shadow (black), tiles
(red) and trees (green). The ground truth is produced by visual inspection.

having buildings with the same type of appearance and images where the buildings are isolated and
have simple roof structures. With the increase in the spatial details in the images obtained from
new generation sensors with meter and sub-meter spatial resolution, the buildings may have very
complicated appearances and may have complex structures with very different spectral signatures.

Even though different buildings may appear in significantly different colors and shapes, a com-
mon property of such buildings can be the existence of shadows. The relationship between buildings
and shadows has actually been exploited in earlier works [22, 23]. More recently, Sirmacek and
Unsalan [24] detected buildings with red roofs using color information and verified their existence
with the occurrences of shadow-like nearby regions. However, the assumption of red roofs is limiting
and there may be other sources of shadows in the image.

In this section, we describe a method for detection of buildings with complex shapes and roof
structures in very high spatial resolution images by exploiting spectral, structural, and contex-
tual information. The input to the method is a satellite image consisting of a panchromatic and
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talyal

(c) Antalya2 image (d) Watershed segmentation of An-
talya2

Figure 13: Examples from an Ikonos image of Antalya, Turkey and the corresponding watershed
segmentation results. The segmentation boundaries are overlayed as white.

multispectral data pair. First, the watershed segmentation algorithm is used to partition the
panchromatic band into spectrally homogeneous regions. The results contain oversegmented re-
gions because the test areas in this study include buildings with complex roof structures as shown
in Figure 13. Then, among all regions, the ones that are likely to belong to shadows are selected us-
ing their spectral properties. This selection uses the normalized difference vegetation index (NDVT)
that is computed using the pan-sharpened image where the regions whose average brightness values
are lower than a brightness threshold and average NDVI values are lower than an NDVT threshold
are denoted as shadow regions.

Next, candidate building regions are identified using the directional spatial relationships of all
regions with respect to the detected shadow regions along the sun azimuth angle. Given the sun
azimuth angle, we can find the directional landscapes of the shadow regions along this direction
by using (4). The resulting directional landscapes give high responses in areas close to the shadow
regions along the sun azimuth angle. These areas correspond to the locations where the probability
of the presence of buildings is high. Figures 14(a) and 14(c) show the shadow regions and the
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(a) Shadows and spatial constraints (b) Candidate building regions in An-
in Antalyal talyal

(c) Shadows and spatial constraints (d) Candidate building regions in An-
in Antalya2 talya2

Figure 14: Examples of shadow regions, directional landscapes, and candidate building regions.

corresponding landscapes. Consequently, the regions whose average satisfaction degrees are higher
than a satisfaction threshold, average NDVI values are lower than the NDVI threshold, and sizes
are lower than a size threshold are identified as candidate building regions. Figures 14(b) and
14(d) show examples for candidate regions. As can be seen from the figures, most of the regions
are correctly identified with a small number of misdetections and several false alarms.

Finally, the building regions are selected by clustering the oversegmented regions that satisfy the
spatial constraints using minimum spanning trees. An important observation is that regions forming
a building are densely located whereas regions separating different buildings are found far from their
neighbors. The distance between two regions is measured as the distance between their centroids.
This seems to be a valid assumption because the regions are obtained from oversegmentation and
mostly have compact shapes. Hence, we construct a graph where the graph nodes correspond to
the candidate regions’ centroids and the edges are created between two neighboring nodes with a
weight corresponding to their spatial distance. What we expect is that the nodes representing parts
of building regions will form dense subgraph components. These dense components are found by
constructing the minimum spanning tree of the graph, and by eliminating some of the remaining

19



(a) Graph for Antalyal (b) Clustering for Antalyal

(c) Graph for Antalya2 (d) Clustering for Antalya2

Figure 15: Examples of graph construction and minimum spanning tree-based clustering. The
removed edges are colored in red.

edges that are longer than a length threshold. As a result, the nodes that are spatially close enough
remain in the same cluster. Figure 15 shows examples for graph construction and clustering.

Six sub-scenes of 1 m spatial resolution Ikonos images of Antalya, Turkey are used to qualita-
tively evaluate the algorithm. Figure 16 shows example detection results. It can be seen that most
of the building regions that cannot be obtained by traditional spectral segmentation methods that
cannot incorporate structural and contextual information are correctly extracted.

5 Conclusions

We presented new, intuitive, flexible and efficient definitions for modeling pairwise directional
spatial relationships and the ternary between relationship using fuzzy mathematical morphology
techniques. Our contributions included flexible definitions for the fuzzy directional structuring
elements that are tunable along both radial and angular dimensions, support for the notion of
visibility for handling image areas that are partially enclosed by objects and are not visible from
image points along the direction of interest, and handling of the cases where one object is signifi-
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.
£3
(d) Results for Antalya4 (e) Results for Antalyab (f) Results for Antalya6

Figure 16: Building detection results. The detected buildings are highlighted in red.

cantly spatially extended relative to the other. Illustrations using synthetic data showed that our
models produce more intuitive results than the state-of-the-art techniques. We also presented two
applications with real data. First, we showed that incorporating the spatial relationships as con-
textual information in a Bayesian classification framework results in a significant improvement in
land cover classification accuracy by reducing the amount of commission among spectrally similar
classes in multispectral and hyperspectral data. Then, we showed that the use of spatial constraints
derived from shadow regions improves building detection accuracy in very high spatial resolution
imagery. The significant improvement in accuracy in these applications confirms the importance
of spatial information in classification and the effectiveness of the relationship models described in
this chapter in modeling and quantifying this information. Future work includes investigating ways
of automating the selection of the parameters for different applications.
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A Bézier curves

Bézier curve is a parametric curve defined using a number of reference points. Four points
ag, a1, a2,a3 on a plane define a cubic Bézier curve where the curve starts at ag going toward
a1 and arrives at asz coming from the direction of as. The parametric form of the curve is

b(t) = (1 — t)3ag + 3t(1 — t)2ay + 3t3(1 — t)ag + t3as (18)

where ¢ is the parameter having values in [0, 1].
To construct a one-dimensional function that has the shape of a Bézier curve and maps each
x €1[0,1] to a y € [0, 1], we set the reference points a = (z,y)T as

ao=(0,1)", a1 = A\, 17, az = (A, 0)7, ag = (1,0)" (19)

where A € (0,1) so that the cubic curve has only one parameter. Then, equation (18) reduces to
be(t) = 3t(1 — )X+ 3t3(1 — )\ + 12 (20)
by(t) = (1 —)* + 3t(1 — )% + 3t*(1 — ) (21)
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and for any = € [0, 1], b;(¢) can be solved for ¢, and the corresponding y € [0, 1] can be computed
using by (t).

In this chapter, this function/mapping is denoted as gy(x). The function has an inflection point
at = A. Examples of g)(x) for different A values are shown in Figure 2.
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